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*Partes de nuestra programación son reproducidas mecánicamente,  
y ahora comenzamos nuestro día de transmisión.*

**Para Kim, Kay y Hannah  
con amor y admiración**

**Y para Erin  
con agradecimiento  
por romper su promesa**

*Incipit prologus in libro alghoarismi de practica arismetrice.*  
— Ioannis Hispalensis [¿Juan de Sevilla?],  
*Liber algorismi de pratica arismetrice* (c.1135)

*¿Te diré, amigo mío, cómo llegarás a entenderlo?  
Ve y escribe un libro sobre ello.*  
— Henry Home, Lord Kames (1696–1782),  
en una carta a Sir Gilbert Elliot

*El individuo siempre se equivoca. Diseñó muchas cosas, e involucró a otras personas como coadyuvantes, discutió con algunos o todos, se equivocó mucho, y algo se hace; todos avanzan un poco, pero el individuo siempre se equivoca. Resulta algo nuevo y muy diferente a lo que se prometió a sí mismo.*  
— Ralph Waldo Emerson, "Experience", *Essays, Second Series* (1844)

*Lo que he esbozado arriba es el contenido de un libro cuya realización del plan básico y la incorporación de cuyos detalles quizás sería imposible; lo que he escrito es un segundo o tercer borrador de una versión preliminar de este libro*  
— Michael Spivak, prefacio de la primera edición de *Differential Geometry, Volume I* (1970)

**Prefacio**

**Acerca de Este Libro**

Este libro de texto surgió de una colección de notas de conferencia que escribí para varias clases de algoritmos en la Universidad de Illinois en Urbana-Champaign, que he estado enseñando aproximadamente una vez al año desde enero de 1999. Impulsado por cambios en nuestro currículo de teoría de pregrado, emprendí una revisión importante de mis notas en 2016; este libro consiste en un subconjunto de mis notas revisadas sobre el material del curso más fundamental, reflejando principalmente el contenido algorítmico de nuestro nuevo curso requerido de teoría a nivel de tercer año universitario.

**Prerrequisitos**

Las clases de algoritmos que enseño en Illinois tienen dos prerrequisitos significativos: un curso de matemáticas discretas y un curso de estructuras de datos fundamentales. En consecuencia, este libro de texto probablemente no es adecuado para la mayoría de los estudiantes como un primer curso en estructuras de datos y algoritmos. En particular, asumo al menos familiaridad pasajera con los siguientes temas específicos:

• **Matemáticas discretas:** Álgebra de secundaria, identidades logarítmicas, teoría ingenua de conjuntos, álgebra booleana, lógica de predicados de primer orden, conjuntos, funciones, equivalencias, órdenes parciales, aritmética modular, definiciones recursivas, árboles (como objetos abstractos, no estructuras de datos), grafos (vértices y aristas, no gráficas de funciones).

• **Técnicas de demostración:** directa, indirecta, contradicción, análisis exhaustivo de casos, e inducción (especialmente inducción "fuerte" y "estructural"). El Capítulo 0 usa inducción, y siempre que el Capítulo n−1 use inducción, también lo hace el Capítulo n.

• **Conceptos de programación iterativa:** variables, condicionales, bucles, registros, indirección (direcciones/punteros/referencias), subrutinas, recursión. No asumo fluidez en ningún lenguaje de programación particular, pero sí asumo experiencia con al menos un lenguaje que soporte tanto indirección como recursión.

• **Tipos de datos abstractos fundamentales:** escalares, secuencias, vectores, conjuntos, pilas, colas, mapas/diccionarios, mapas/diccionarios ordenados, colas de prioridad.

• **Estructuras de datos fundamentales:** arrays, listas enlazadas (simples y dobles, lineales y circulares), árboles de búsqueda binaria, al menos una forma de árbol de búsqueda binaria balanceado (como árboles AVL, árboles rojo-negro, treaps, skip lists, o splay trees), tablas hash, heaps binarios, y más importante, la diferencia entre esta lista y la anterior.

• **Problemas computacionales fundamentales:** aritmética elemental, ordenamiento, búsqueda, enumeración, recorrido de árboles (preorden, inorden, postorden, por niveles, etc.).

• **Algoritmos fundamentales:** algoritmia elemental, búsqueda secuencial, búsqueda binaria, ordenamiento (selección, inserción, merge, heap, quick, radix, etc.), búsqueda en anchura y profundidad en árboles (al menos binarios), y más importante, la diferencia entre esta lista y la anterior.

• **Análisis elemental de algoritmos:** Notación asintótica (o, O, Θ, Ω, ω), traducir bucles en sumas y llamadas recursivas en recurrencias, evaluar sumas y recurrencias simples.

• **Madurez matemática:** facilidad con abstracción, definiciones formales (especialmente recursivas), y demostraciones (especialmente inductivas); escribir y seguir argumentos matemáticos; reconocer y evitar disparates sintácticos, semánticos y/o lógicos.

El libro cubre brevemente parte de este material prerrequisito cuando surge en contexto, pero más como recordatorio que como buena introducción. Para un resumen más completo, recomiendo encarecidamente las siguientes referencias disponibles gratuitamente:

**Referencias Adicionales**

• Margaret M. Fleck. *Building Blocks for Theoretical Computer Science*. Versión 1.3 (enero 2013) o posterior disponible en http://mfleck.cs.illinois.edu/building-blocks/.

• Eric Lehman, F. Thomson Leighton, y Albert R. Meyer. *Mathematics for Computer Science*. Revisión de junio 2018 disponible en https://courses.csail.mit.edu/6.042/spring18/. (Recomiendo encarecidamente buscar la revisión más reciente.)

• Pat Morin. *Open Data Structures*. Edición 0.1Gβ (enero 2016) o posterior disponible en http://opendatastructures.org/.

• Don Sheehy. *A Course in Data Structures and Object-Oriented Design*. Revisión de febrero 2019 o posterior disponible en https://donsheehy.github.io/datastructures/.

**Referencias Adicionales**

Por favor no te restrinjas a esta o cualquier otra referencia única. Los autores y lectores aportan sus propias perspectivas a cualquier material intelectual; ningún instructor "conecta" con cada estudiante, o incluso con cada estudiante muy fuerte. Encontrar al autor que más efectivamente transmite su intuición a tu cabeza requiere algo de esfuerzo, pero ese esfuerzo se paga generosamente a largo plazo.

Las siguientes referencias han sido fuentes particularmente valiosas de intuición, ejemplos, ejercicios e inspiración; esto no pretende ser una lista completa.

• Alfred V. Aho, John E. Hopcroft, y Jeffrey D. Ullman. *The Design and Analysis of Computer Algorithms*. Addison-Wesley, 1974. (Usé este libro de texto como estudiante de pregrado en Rice y de nuevo como estudiante de maestría en UC Irvine.)

• Boaz Barak. *Introduction to Theoretical Computer Science*. Borrador de libro de texto, revisado más recientemente en junio 2019. (No es el libro de texto de ciencias de la computación teóricas de tu abuelo, y tanto mejor por ello; el hecho de que sea gratuito es un bono delicioso.)

• Thomas Cormen, Charles Leiserson, Ron Rivest, y Cliff Stein. *Introduction to Algorithms*, tercera edición. MIT Press/McGraw-Hill, 2009. (Usé la primera edición como asistente de enseñanza en Berkeley.)

• Sanjoy Dasgupta, Christos H. Papadimitriou, y Umesh V. Vazirani. *Algorithms*. McGraw-Hill, 2006. (Probablemente el más cercano en contenido a este libro, pero considerablemente menos verboso.)

• Jeff Edmonds. *How to Think about Algorithms*. Cambridge University Press, 2008.

• Michael R. Garey y David S. Johnson. *Computers and Intractability: A Guide to the Theory of NP-Completeness*. W. H. Freeman, 1979.

• Michael T. Goodrich y Roberto Tamassia. *Algorithm Design: Foundations, Analysis, and Internet Examples*. John Wiley & Sons, 2002.

• Jon Kleinberg y Éva Tardos. *Algorithm Design*. Addison-Wesley, 2005. Pídelo prestado de la biblioteca si puedes.

• Donald Knuth. *The Art of Computer Programming*, volúmenes 1–4A. Addison-Wesley, 1997 y 2011. (Mis padres me dieron los primeros tres volúmenes para Navidad cuando tenía 14 años. Lamentablemente, no los leí realmente hasta mucho después.)

• Udi Manber. *Introduction to Algorithms: A Creative Approach*. Addison-Wesley, 1989. (Usé este libro de texto como asistente de enseñanza en Berkeley.)

• Ian Parberry. *Problems on Algorithms*. Prentice-Hall, 1995 (fuera de impresión). Descargable desde https://larc.unt.edu/ian/books/free/license.html después de que aceptes hacer una pequeña donación caritativa. Por favor honra tu acuerdo.

• Robert Sedgewick y Kevin Wayne. *Algorithms*. Addison-Wesley, 2011.

• Robert Endre Tarjan. *Data Structures and Network Algorithms*. SIAM, 1983.

• Notas de clase de mis propias clases de algoritmos en Berkeley, especialmente las enseñadas por Dick Karp y Raimund Seidel.

• Notas de conferencia, diapositivas, tareas, exámenes, video conferencias, artículos de investigación, publicaciones de blog, preguntas y respuestas de StackExchange, podcasts, y MOOCs completos disponibles gratuitamente en la web por innumerables colegas alrededor del mundo.

**Acerca de los Ejercicios**

Cada capítulo termina con varios ejercicios, la mayoría de los cuales he usado al menos una vez en una tarea, sección de discusión/laboratorio, o examen. Los ejercicios no están ordenados por dificultad creciente, sino (generalmente) agrupados por técnicas o temas comunes. Algunos problemas están anotados con símbolos como sigue:

• ♥ **Los corazones rojos** indican problemas particularmente desafiantes; muchos de estos han aparecido en exámenes de calificación para estudiantes de doctorado en Illinois. Un pequeño número de problemas realmente difíciles están marcados con ♥ **corazones grandes**.

• ♦ **Los diamantes azules** indican problemas que requieren familiaridad con material de capítulos posteriores, pero temáticamente pertenecen donde están. Los problemas que requieren familiaridad con material anterior no están marcados, sin embargo; el libro, como la vida, es acumulativo.

• ♣ **Los tréboles verdes** indican problemas que requieren familiaridad con material fuera del alcance de este libro, como máquinas de estado finito, álgebra lineal, probabilidad, o grafos planares. Estos son raros.

• ♠ **Las espadas negras** indican problemas que requieren una cantidad significativa de trabajo pesado y/o codificación. Estos son raros.

• Æ **Las estrellas naranjas** indican que estás comiendo Lucky Charms que fueron fabricados antes de 1998. Puaj.

Estos ejercicios están diseñados como oportunidades para practicar, no como objetivos por sí mismos. El objetivo de cada problema no es resolver ese problema específico, sino ejercitar un cierto conjunto de habilidades, o practicar resolver un cierto tipo de problema. Parcialmente por esta razón, no proporciono soluciones a los ejercicios; las soluciones no son el punto. En particular, no hay "manual del instructor"; si no puedes resolver un problema tú mismo, probablemente no deberías asignárselo a tus estudiantes. Dicho esto, probablemente puedas encontrar soluciones a los problemas de tarea que he asignado este semestre en la página web del curso que esté enseñando. ¡Y nada te impide escribir un manual del instructor!

**¡Roba Este Libro!**

Este libro está publicado bajo una Licencia Creative Commons que te permite usar, redistribuir, adaptar y remezclar su contenido sin mi permiso, siempre que señales de vuelta a la fuente original. Una versión electrónica completa de este libro está disponible gratuitamente en cualquiera de las siguientes ubicaciones:

• El sitio web del libro: http://jeffe.cs.illinois.edu/teaching/algorithms/ • El atajo mnemónico: http://algorithms.wtf • El sitio de reportes de errores: https://github.com/jeffgerickson/algorithms • El Internet Archive: https://archive.org/details/Algorithms-Jeff-Erickson

El sitio web del libro también contiene varios cientos de páginas de notas de conferencia adicionales sobre material relacionado y más avanzado, así como un archivo casi completo de tareas pasadas, exámenes, problemas de discusión/laboratorio, y otros recursos de enseñanza. Siempre que enseño una clase de algoritmos, reviso, actualizo, y a veces descarto mis materiales de enseñanza, así que puedes encontrar revisiones más recientes en la página web del curso que esté enseñando actualmente.

Ya seas estudiante o instructor, eres más que bienvenido a usar cualquier subconjunto de este libro de texto o mis otras notas de conferencia en tus propias clases, sin pedir mi permiso—¡para eso las puse en la web! Sin embargo, por favor también cita este libro, ya sea por nombre o con un enlace de vuelta a http://algorithms.wtf; esto es especialmente importante si eres estudiante, y usas mis materiales de curso para ayudar con tu tarea. (Por favor también consulta con tu instructor.)

Sin embargo, si eres instructor, te animo fuertemente a complementar estos con material adicional que escribas tú mismo. Escribir el material tú mismo fortalecerá tu dominio y presentación en clase del material, lo que a su vez mejorará el dominio del material de tus estudiantes. También te ayudará a superar la frustración de lidiar con las partes de este libro que no te gustan. Todos los libros de texto son basura imperfectos, y este no es excepción.

Finalmente, por favor haz que lo que escribas esté disponible gratuitamente, fácilmente y globalmente en la web abierta—no escondido detrás de las puertas de un sistema de gestión de aprendizaje o algún otro tipo de paywall—para que estudiantes e instructores en otros lugares puedan beneficiarse de tus perspectivas únicas. En particular, si desarrollas recursos útiles que complementen directamente este libro de texto, como diapositivas, videos, o manuales de soluciones, por favor házmelo saber para que pueda agregar enlaces a tus recursos desde el sitio web del libro.
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*Hinc incipit algorismus. Haec algorismus ars praesens dicitur in qua talibus indorum fruimur bis quinque figuris 0. 9. 8. 7. 6. 5. 4. 3. 2. 1.*  
— Frater Alexander de Villa Dei, *Carmen de Algorismo* (c. 1220)

*Tienes razón en exigir que un artista se comprometa conscientemente con su trabajo, pero confundes dos cosas diferentes: resolver el problema y plantear correctamente la pregunta.*  
— Anton Chekhov, en una carta a A. S. Suvorin (27 de octubre de 1888)

*Cuanto más nos reducimos a máquinas en las cosas menores, más fuerza liberaremos para usar en las superiores.*  
— Anna C. Brackett, *The Technique of Rest* (1892)

*Y aquí estoy a las 2:30 a.m. escribiendo sobre técnica, a pesar de una fuerte convicción de que en el momento en que un hombre comienza a hablar sobre técnica, eso es prueba de que se quedó sin ideas.*  
— Raymond Chandler, carta a Erle Stanley Gardner (5 de mayo de 1939)

*Los hombres buenos no necesitan reglas. Hoy no es el día para descubrir por qué tengo tantas.*  
— El Doctor [Matt Smith], "A Good Man Goes to War", *Doctor Who* (2011)

**0 Introducción**

**0.1 ¿Qué es un algoritmo?**

Un algoritmo es una secuencia explícita, precisa, sin ambigüedades, ejecutable mecánicamente de instrucciones elementales, usualmente destinada a lograr un propósito específico. Por ejemplo, aquí está un algoritmo para cantar esa canción molesta "99 Botellas de Cerveza en la Pared", para valores arbitrarios de 99:

BotellaseDeCerveza(n):

Para i ← n hacia abajo hasta 1

Cantar "i botellas de cerveza en la pared, i botellas de cerveza,"

Cantar "Toma una, pásala, i − 1 botellas de cerveza en la pared."

Cantar "No hay botellas de cerveza en la pared, no hay botellas de cerveza,"

Cantar "Ve a la tienda, compra algunas más, n botellas de cerveza en la pared."

La palabra "algoritmo" no deriva, como podrían suponer los clasicistas algoritmofóbicos, de las raíces griegas arithmos (άριθμός), que significa "número", y algos (ἄλγος), que significa "dolor". Más bien, es una corrupción del nombre del erudito persa del siglo IX Muḥammad ibn Mūsā al-Khwārizmī.¹ Al-Khwārizmī es quizás mejor conocido como el escritor del tratado *Al-Kitab al-mukhtaṣar fī ḥisāb al-ğabr wa'l-muqābalah*,² del cual deriva la palabra moderna álgebra. En un tratado diferente, al-Khwārizmī describió el sistema decimal moderno para escribir y manipular números—en particular, el uso de un pequeño círculo o ṣifr para representar una cantidad faltante—que había sido desarrollado en India varios siglos antes.

Los métodos descritos en este último tratado, usando ya sea figuras escritas o piedras de contar, se conocieron en inglés como algorism o augrym, y sus figuras se conocieron en inglés como ciphers.

Aunque tanto la notación posicional como las obras de al-Khwārizmī ya eran conocidas por algunos eruditos europeos, el sistema numérico "hindu-árabe" fue popularizado en Europa por el matemático y comerciante italiano medieval Leonardo de Pisa, mejor conocido como Fibonacci. Gracias en parte a su libro de 1202 *Liber Abaci*,³ las figuras escritas comenzaron a reemplazar la tabla de contar (entonces conocida como ábaco) y la aritmética con dedos⁴ como la plataforma preferida para el cálculo⁵ en Europa en el siglo XIII—no porque las figuras decimales escritas fueran más fáciles de aprender o usar, sino porque proporcionaban una pista de auditoría. Los cifras se volvieron comunes en Europa Occidental sólo con el advenimiento de los tipos móviles, y verdaderamente ubicuos sólo después de que el papel barato se volviera abundante a principios del siglo XIX.

Eventualmente la palabra algorism evolucionó al algoritmo moderno, vía etimología popular del griego arithmos (y quizás el algos mencionado anteriormente).⁶ Así, hasta muy recientemente, la palabra algoritmo se refería exclusivamente a técnicas mecánicas para aritmética de valor posicional usando numerales "árabes". Las personas entrenadas en la ejecución rápida y confiable de estos procedimientos se llamaban algoristas o computadores, o más simplemente, computadoras.

¹ "Mohammad, padre de Adbdulla, hijo de Moisés, el Kwarizmiano". Kwārizm es una ciudad antigua, ahora llamada Khiva, en la Provincia de Khorezm de Uzbekistán.

² "El Libro Compendioso sobre Cálculo por Completación y Balanceado"

³ Mientras es tentador traducir el título *Liber Abaci* como "El Libro del Ábaco", una traducción más precisa es "El Libro del Cálculo". Tanto antes como después de Fibonacci, la palabra italiana abaco se usaba para describir cualquier cosa relacionada con el cálculo numérico—dispositivos, métodos, escuelas, libros, etc.—de la misma manera que "ciencias de la computación" se usa hoy en inglés, o como la frase china para "investigación de operaciones" se traduce literalmente como "el estudio de usar varillas de contar".

⁴ ☞ ¡Calcular con dígitos! ☞

⁵ La palabra calcular deriva de la palabra latina calculus, que significa "piedra pequeña", refiriéndose a las piedras en una tabla de contar, o como las llamaba Chaucer, piedras augrym. En 440 a.C., Heródoto escribió en sus *Historias* que "Los griegos escriben y calculan (λογίζεσθαι ψήφοις, literalmente 'calculan con guijarros') de izquierda a derecha; los egipcios hacen lo contrario. Sin embargo, dicen que su forma de escribir es hacia la derecha, y la forma griega hacia la izquierda." (Heródoto permanece extrañamente silencioso sobre qué extremo del huevo comían primero los egipcios.)

⁶ Algunas fuentes medievales afirman que el prefijo griego "algo-" significa "arte" o "introducción". Otras afirman que los algoritmos fueron inventados por un filósofo griego, o un rey de India, o quizás un rey de España, llamado "Algus" o "Algor" o "Argus". Algunas, posiblemente incluyendo a Dante Alighieri, incluso identificaron al inventor con el constructor de barcos mitológico griego y argonauta epónimo. No está claro si alguna de estas afirmaciones risibles pretendía ser históricamente precisa, o meramente mnemónica.

**0.2 Multiplicación**

Aunque han sido un tema de estudio académico formal por sólo unas pocas décadas, los algoritmos han estado con nosotros desde el amanecer de la civilización. Las descripciones de computación aritmética paso a paso están entre los primeros ejemplos de lenguaje humano escrito, precediendo por mucho las exposiciones de Fibonacci y al-Khwārizmī, o incluso la notación posicional que popularizaron.

**Multiplicación en Celosía**

El método más familiar para multiplicar números grandes, al menos para estudiantes estadounidenses, es el algoritmo de celosía. Este algoritmo fue popularizado por Fibonacci en *Liber Abaci*, quien lo aprendió de fuentes árabes incluyendo al-Khwārizmī, quien a su vez lo aprendió de fuentes indias incluyendo el tratado del siglo VII *Brahmasphuṭasiddhāntā* de Brahmagupta, quien pudo haberlo aprendido de fuentes chinas. Las descripciones más antiguas sobrevivientes del algoritmo aparecen en *El Clásico Matemático de Sunzi*, escrito en China entre los siglos III y V, y en los comentarios de Eutocius de Ascalón sobre *La Medida del Círculo* de Arquímedes, escritos alrededor del 500 d.C., pero hay evidencia de que el algoritmo era conocido mucho antes. Eutocius acredita el método a un tratado perdido de Apolonio de Perga, quien vivió alrededor del 300 a.C., titulado *Okytokion* (᾿Ωκυτόκιον).⁷ Los sumerios registraron tablas de multiplicación en tabletas de arcilla tan temprano como el 2600 a.C., sugiriendo que podrían haber usado el algoritmo de celosía.⁸

El algoritmo de celosía asume que los números de entrada están representados como cadenas explícitas de dígitos; asumiré aquí que estamos trabajando en base diez, pero el algoritmo se generaliza inmediatamente a cualquier otra base. Para simplificar la notación,⁹ la entrada consiste en un par de arreglos X[0 .. m − 1] y Y[0 .. n − 1], representando los números

x = ∑(i=0 a m-1) X[i] · 10^i y y = ∑(j=0 a n-1) Y[j] · 10^j,

y similarmente, la salida consiste en un solo arreglo Z[0 .. m + n−1], representando el producto

z = x · y = ∑(k=0 a m+n-1) Z[k] · 10^k.

El algoritmo usa adición y multiplicación de un solo dígito como operaciones primitivas. La adición puede realizarse usando un bucle for simple. En la práctica, la multiplicación de un solo dígito se realiza usando una tabla de búsqueda, ya sea grabada en tabletas de arcilla, pintada en tiras de madera o bambú, escrita en papel, almacenada en memoria de solo lectura, o memorizada por el computador. Todo el algoritmo de celosía puede resumirse por la fórmula

x · y = ∑(i=0 a m-1) ∑(j=0 a n-1) [X[i] · Y[j] · 10^(i+j)]

Diferentes variantes del algoritmo de celosía evalúan los productos parciales X[i] · Y[j] · 10^(i+j) en diferentes órdenes y usan diferentes estrategias para computar su suma. Por ejemplo, en *Liber Abaco*, Fibonacci describe una variante que considera los mn productos parciales en orden creciente de significancia, como se muestra en pseudocódigo moderno abajo.

FibonacciMultiply(X[0 .. m − 1], Y[0 .. n − 1]):

hold ← 0

para k ← 0 hasta n + m − 1

para todo i y j tal que i + j = k

hold ← hold + X[i] · Y[j]

Z[k] ← hold mod 10

hold ← ⌊hold/10⌋

retornar Z[0 .. m + n − 1]

El algoritmo de Fibonacci a menudo se ejecuta almacenando todos los productos parciales en una tabla bidimensional (a menudo llamada "tableau" o "rejilla" o "celosía") y luego sumando a lo largo de las diagonales con acarreos apropiados, como se muestra a la derecha en la Figura 0.1. A los estudiantes de primaria estadounidenses se les enseña a multiplicar un factor (el "multiplicando") por cada dígito en el otro factor (el "multiplicador"), escribiendo todos los productos multiplicando-por-dígito antes de sumarlos, como se muestra a la izquierda en la Figura 0.1. Este también fue el método descrito por Eutocius, aunque él apropiadamente consideró los dígitos del multiplicador de izquierda a derecha, como se muestra en la Figura 0.2. Ambas variantes (y varias otras) están descritas e ilustradas lado a lado en el libro de texto anónimo de 1458 *L'Arte dell'Abbaco*, también conocido como la Aritmética de Treviso, el primer libro de matemáticas impreso en Occidente.

**Figura 0.1.** Calculando 934 × 314 = 293276 usando multiplicación "larga" (con verificación de errores desechando nueves) y multiplicación de "celosía", de *L'Arte dell'Abbaco* (1458). (Ver Créditos de Imágenes al final del libro.)

**Figura 0.2.** Cálculo del siglo VI de Eutocius de 1172⅛ × 1172⅛ = 1373877 1/64, en su comentario sobre *La Medida del Círculo* de Arquímedes, transcrito (izquierda) y traducido a notación moderna (derecha) por Johan Heiberg (1891). (Ver Créditos de Imágenes al final del libro.)

Todas estas variantes del algoritmo de celosía—y otras variantes similares descritas por Sunzi, al-Khwārizmī, Fibonacci, *L'Arte dell'Abbaco*, y muchas otras fuentes—calculan el producto de cualquier número de m dígitos y cualquier número de n dígitos en tiempo O(mn); el tiempo de ejecución de cada variante está dominado por el número de multiplicaciones de un solo dígito.

**Duplicación y Mediación**

El algoritmo de celosía no es el algoritmo de multiplicación más antiguo para el cual tenemos evidencia registrada directa. Un algoritmo incluso más antiguo y posiblemente más simple, que no depende de la notación posicional, a veces se llama multiplicación del campesino ruso, multiplicación del campesino etíope, o simplemente multiplicación del campesino.

⁷ ¡Literalmente "medicina que promueve el parto rápido y fácil"! Papus de Alejandría reprodujo varios extractos de *Okytokion* unos 200 años antes que Eutocius, pero su descripción del algoritmo de multiplicación de celosía (si la dio) también se perdió.

⁸ Hay amplia evidencia de que los antiguos sumerios calculaban precisamente con números extremadamente grandes usando su sistema numérico posicional base-60, pero no estoy consciente de ningún registro sobreviviente de los métodos reales que usaban. Además de las tablas estándar de multiplicación y recíprocos, se han encontrado tablas listando los cuadrados de enteros del 1 al 59, llevando a algunos historiadores de matemáticas a conjeturar que los babilonios multiplicaban usando una identidad como xy = ((x + y)² − x² − y²)/2. Pero este truco sólo funciona cuando x + y < 60; la historia es silenciosa sobre cómo los babilonios podrían haber computado x² cuando x ≥ 60.

⁹ pero con el riesgo de inflamar la enemistad histórica entre Grecia y Egipto, o Lilliput y Blefuscu, o Macs y PCs, o personas que piensan que cero es un número natural y personas que están equivocadas

Una variante de este algoritmo fue copiada en el papiro Rhind por el escriba egipcio Ahmes alrededor del 1650 a.C., de un documento que él afirmaba era (entonces) de unos 350 años de antigüedad.¹⁰ Este algoritmo todavía se enseñaba en escuelas primarias en Europa Oriental a fines del siglo XX; también era comúnmente usado por las primeras computadoras digitales que no implementaban multiplicación de enteros directamente en hardware.

El algoritmo de multiplicación del campesino reduce la difícil tarea de multiplicar números arbitrarios a una secuencia de cuatro operaciones más simples: (1) determinar paridad (par o impar), (2) adición, (3) duplicación (doblar un número), y (4) mediación (dividir un número por la mitad, redondeando hacia abajo).

PeasantMultiply(x, y):

prod ← 0

mientras x > 0

si x es impar

prod ← prod + y

x ← ⌊x/2⌋

y ← y + y

retornar prod

| **x** | **y** | **prod** |
| --- | --- | --- |
| 123 | +456 | = 456 |
| 61 | +912 | = 1368 |
| 30 | 1824 |  |
| 15 | +3648 | = 5016 |
| 7 | +7296 | = 12312 |
| 3 | +14592 | = 26904 |
| 1 | +29184 | = 56088 |

**Figura 0.3.** Multiplicación por duplicación y mediación

La corrección de este algoritmo sigue por inducción de la siguiente identidad recursiva, que se mantiene para todos los enteros no negativos x y y:

x · y = { 0 si x = 0 { ⌊x/2⌋ · (y + y) si x es par { ⌊x/2⌋ · (y + y) + y si x es impar

Posiblemente, esta recurrencia es el algoritmo de multiplicación del campesino. ¡No dejes que el pseudocódigo iterativo te engañe; el algoritmo es fundamentalmente recursivo!

Como se establece, PeasantMultiply realiza O(log x) operaciones de paridad, adición y mediación, pero podemos mejorar esta cota a O(log min{x, y}) intercambiando los dos argumentos cuando x > y. Asumiendo que los números están representados usando cualquier notación posicional razonable (como binaria, decimal, hexagesimal babilónica, duodecimal egipcia, números romanos, varillas de contar chinas, posiciones de cuentas en un ábaco, etc.), cada operación requiere a lo más O(log(xy)) = O(log max{x, y}) operaciones de un solo dígito, así que el tiempo de ejecución total del algoritmo es O(log min{x, y} · log max{x, y}) = O(log x · log y).

En otras palabras, este algoritmo requiere tiempo O(mn) para multiplicar un número de m dígitos por un número de n dígitos; hasta factores constantes, este es el mismo tiempo de ejecución que el algoritmo de celosía. Este algoritmo requiere (¡un factor constante!) más papeleo para ejecutar a mano que el algoritmo de celosía, pero las operaciones primitivas necesarias son posiblemente más fáciles para los humanos de realizar. De hecho, los dos algoritmos son equivalentes cuando los números están representados en binario.

**Compás y Regla**

Los geómetras griegos clásicos identificaron números (o más precisamente, magnitudes) con segmentos de línea de la longitud apropiada, que manipulaban usando dos herramientas mecánicas simples—el compás y la regla—versiones de las cuales ya habían estado en uso común por topógrafos, arquitectos y otros artesanos durante siglos. Usando sólo estas dos herramientas, estos eruditos redujeron varias construcciones geométricas complejas a las siguientes operaciones primitivas, comenzando con uno o más puntos de referencia identificados.

• Dibujar la línea única que pasa por dos puntos identificados distintos. • Dibujar el círculo único centrado en un punto identificado y pasando por otro. • Identificar el punto de intersección (si existe) de dos líneas. • Identificar los puntos de intersección (si existen) de una línea y un círculo. • Identificar los puntos de intersección (si existen) de dos círculos.

En la práctica, los estudiantes de geometría griega casi ciertamente dibujaron sus construcciones en un abax (ἄβαξ), una mesa cubierta de polvo o arena.¹¹ Siglos antes, los topógrafos egipcios llevaron a cabo muchas de las mismas construcciones usando cuerdas para determinar líneas rectas y círculos en el suelo.¹² Sin embargo, Euclides y otros geómetras griegos presentaron las construcciones de compás y regla como abstracciones matemáticas precisas—los puntos son puntos ideales; las líneas son líneas ideales; y los círculos son círculos ideales.

La Figura 0.4 muestra un algoritmo, descrito en los *Elementos* de Euclides hace unos 2500 años, para multiplicar o dividir dos magnitudes. La entrada consiste en cuatro puntos distintos A, B, C y D, y el objetivo es construir un punto Z tal que |AZ| = |AC||AD|/|AB|. En particular, si definimos |AB| como nuestra unidad de longitud, entonces el algoritmo calcula el producto de |AC| y |AD|.

Nota que Euclides primero define una nueva operación primitiva RightAngle (como los programadores modernos lo frasearían) escribiendo una subrutina. La corrección del algoritmo sigue de la observación de que los triángulos ACE y AZF son similares. La segunda y tercera líneas del algoritmo principal son ambiguas, porque α intersecta cualquier círculo centrado en A en dos puntos distintos, pero el algoritmo es realmente correcto sin importar qué puntos de intersección se elijan para E y F.

⟨⟨Construir la línea perpendicular a ℓ pasando por P.⟩⟩

RightAngle(ℓ, P):

Elegir un punto A ∈ ℓ

A, B ← Intersect(Circle(P,A), ℓ)

C, D ← Intersect(Circle(A, B),Circle(B,A))

retornar Line(C, D)

⟨⟨Construir un punto Z tal que |AZ| = |AC||AD|/|AB|.⟩⟩

MultiplyOrDivide(A, B, C, D):

α ← RightAngle(Line(A, C),A)

E ← Intersect(Circle(A, B),α)

F ← Intersect(Circle(A, D),α)

β ← RightAngle(Line(E, C), F)

γ ← RightAngle(β, F)

retornar Intersect(γ, Line(A, C))

**Figura 0.4.** Multiplicación por compás y regla.

El algoritmo de Euclides reduce el problema de multiplicar dos magnitudes (longitudes) a una serie de operaciones primitivas de compás y regla. Estas operaciones son difíciles de implementar precisamente en una computadora digital moderna, pero el algoritmo de Euclides no fue diseñado para una computadora digital. Fue diseñado para el Geómetra Ideal Platónico, empuñando el Compás Ideal Platónico y la Regla Ideal Platónica, quien podía ejecutar cada operación perfectamente en tiempo constante por definición. ¡En este modelo de computación, MultiplyOrDivide ejecuta en tiempo O(1)!

¹⁰ La versión de este algoritmo realmente usada en el antiguo Egipto no usa mediación o paridad, pero sí usa comparaciones. Para evitar dividir por la mitad, el algoritmo pre-calcula dos tablas por duplicación repetida: una conteniendo todas las potencias de 2 que no exceden x, la otra conteniendo las mismas potencias de 2 multiplicadas por y. Las potencias de 2 que suman x se encuentran entonces por sustracción codiciosa, y las entradas correspondientes en la otra tabla se suman para formar el producto.

¹¹ Los numerales escritos 1 hasta 9 eran conocidos en Europa al menos dos siglos antes del *Liber Abaci* de Fibonacci como "numerales gobar", de la palabra árabe ghubār que significa polvo, refiriéndose últimamente a la práctica india de realizar aritmética en mesas cubiertas con arena. La palabra griega ἄβαξ es el origen del latín abacus, que también originalmente se refería a una mesa de arena.

¹² ¿Recuerdas lo que significa "geometría"? Demócrito se referiría más tarde a estos topógrafos egipcios, de manera algo despectiva, como arpedonaptai (ἀρπεδονάπται), que significa "atadores de cuerdas".

**0.3 Distribución Congresional**

Aquí hay otro ejemplo del mundo real de un algoritmo de importante significancia política. El Artículo I, Sección 2 de la Constitución de los Estados Unidos requiere que

Los Representantes e Impuestos directos serán distribuidos entre los varios Estados que puedan estar incluidos dentro de esta Unión, de acuerdo a sus respectivos Números.... El Número de Representantes no excederá uno por cada treinta Mil, pero cada Estado tendrá al Menos un Representante....

Porque hay sólo un número finito de asientos en la Cámara de Representantes, la representación proporcional exacta requiere ya sea representantes compartidos o fraccionarios, ninguno de los cuales es legal. Como resultado, durante las siguientes décadas, muchos algoritmos de distribución diferentes fueron propuestos y usados para redondear la solución fraccionaria ideal justamente. El algoritmo realmente usado hoy, llamado el método Huntington-Hill o el método de proporciones iguales, fue primero sugerido por el estadístico del Bureau del Censo Joseph Hill en 1911, refinado por el matemático de Harvard Edward Huntington en 1920, adoptado en la ley Federal (2 U.S.C. §2a) en 1941, y sobrevivió un desafío de la Corte Suprema en 1992.¹³

El método Huntington-Hill asigna representantes a estados uno a la vez. Primero, en una etapa de preprocesamiento, cada estado es asignado un representante. Luego en cada iteración del bucle principal, el siguiente representante se asigna al estado con la prioridad más alta. La prioridad de cada estado se define como P/√(r(r + 1)), donde P es la población del estado y r es el número de representantes ya asignados a ese estado.

El algoritmo se describe en pseudocódigo en la Figura 0.5. La entrada consiste en un arreglo Pop[1 .. n] almacenando las poblaciones de los n estados y un entero R igual al número total de representantes; el algoritmo asume R ≥ n. (Actualmente, en los Estados Unidos, n = 50 y R = 435.) El arreglo de salida Rep[1 .. n] registra el número de representantes asignados a cada estado.

ApportionCongress(Pop[1 .. n],R):

PQ ← NewPriorityQueue

⟨⟨Dar a cada estado su primer representante⟩⟩

para s ← 1 hasta n

Rep[s] ← 1

Insert PQ, s, Pop[i]/√2

⟨⟨Asignar los n − R representantes restantes⟩⟩

para i ← 1 hasta n − R

s ← ExtractMax(PQ)

Rep[s] ← Rep[s] + 1

priority ← Pop[s]/√(Rep[s] (Rep[s] + 1))

Insert(PQ,s, priority)

retornar Rep[1 .. n]

**Figura 0.5.** El algoritmo de distribución Huntington-Hill

Esta implementación de Huntington-Hill usa una cola de prioridad que soporta las operaciones NewPriorityQueue, Insert, y ExtractMax. (La ley actual no dice nada sobre colas de prioridad, por supuesto.) La salida del algoritmo, y por tanto su corrección, no depende en absoluto de cómo se implementa esta cola de prioridad. El Bureau del Censo usa un arreglo ordenado, almacenado en una sola columna de una hoja de cálculo de Excel, que se recalcula desde cero en cada iteración. Tú (deberías haber) aprendido una implementación más eficiente en tu clase de estructuras de datos de pregrado.

Algoritmos de distribución similares se usan en elecciones parlamentarias multipartidarias alrededor del mundo, donde el número de asientos asignados a cada partido se supone que es proporcional al número de votos que ese partido recibe. Los dos más comunes son el método D'Hondt¹⁴ y el método Webster–Sainte-Laguë,¹⁵ que respectivamente usan prioridades P/(r + 1) y P/(2r + 1) en lugar de la expresión de raíz cuadrada en Huntington-Hill. El método Huntington-Hill es esencialmente único a la Cámara de Representantes de los Estados Unidos, gracias en parte al requisito constitucional de que cada estado debe ser asignado al menos un representante.

¹³ Anulando una decisión anterior de un tribunal federal de distrito, la Corte Suprema sostuvo unánimemente que cualquier método de distribución adoptado de buena fe por el Congreso es constitucional (*United States Department of Commerce v. Montana*). El algoritmo actual de distribución congresional se describe en detalle espantoso en el sitio web del Departamento del Censo de EE.UU. http://www.census.gov/topics/public-sector/congressional-apportionment.html. Una buena historia del problema de distribución se puede encontrar en http://www.thirty-thousand.org/pages/Apportionment.htm. Un reporte del Servicio de Investigación del Congreso describiendo varios métodos de distribución está disponible en http://www.fas.org/sgp/crs/misc/R41382.pdf.

¹⁴ desarrollado por Thomas Jefferson en 1792, usado para distribución Congresional de EE.UU. de 1792 a 1832, redescubierto por el matemático belga Victor D'Hondt en 1878, y refinado por el físico suizo Eduard Hagenbach-Bischoff en 1888.

¹⁵ desarrollado por Daniel Webster en 1832, usado para distribución Congresional de EE.UU. de 1842 a 1911, redescubierto por el matemático francés André Sainte-Laguë en 1910, y redescubierto otra vez por el físico alemán Hans Schepers en 1980.

**0.4 Un Mal Ejemplo**

Como ejemplo prototípico de una secuencia de instrucciones que no es realmente un algoritmo, considera el "algoritmo de Martin":¹⁶

BeAMillionaireAndNeverPayTaxes( ):

Consigue un millón de dólares.

Si el hombre de los impuestos viene a tu puerta y dice, "¡Nunca has pagado impuestos!"

Di "Se me olvidó."

Bastante simple, excepto por ese primer paso; ¡es tremendo! Un grupo de CEOs billonarios, capitalistas de riesgo de Silicon Valley, o hustlers de bienes raíces de la ciudad de Nueva York podrían considerar esto un algoritmo, porque para ellos el primer paso es tanto sin ambigüedad como trivial,¹⁷ pero para el resto de nosotros pobres desgraciados, el procedimiento de Martin es demasiado vago para ser considerado un algoritmo real. Por otro lado, este es un ejemplo perfecto de una reducción—reduce el problema de ser millonario y nunca pagar impuestos al problema "más fácil" de adquirir un millón de dólares. Veremos reducciones una y otra vez en este libro. Como cientos de empresarios y políticos han demostrado, si sabes cómo resolver el problema más fácil, una reducción te dice cómo resolver el más difícil.

El algoritmo de Martin, como algunos de nuestros ejemplos previos, no es el tipo de algoritmo sobre el que los científicos de la computación están acostumbrados a pensar, porque está fraseado en términos de operaciones que son difíciles para las computadoras de realizar. Este libro se enfoca (¡casi!) exclusivamente en algoritmos que pueden ser razonablemente implementados en una computadora digital estándar. Cada paso en estos algoritmos es ya sea directamente soportado por lenguajes de programación comunes (como aritmética, asignaciones, bucles, o recursión) o algo que ya has aprendido cómo hacer (como ordenamiento, búsqueda binaria, recorrido de árboles, o cantar "n Botellas de Cerveza en la Pared").

¹⁶ Steve Martin, "You Can Be A Millionaire", *Saturday Night Live*, 21 de enero de 1978. También aparece en *Comedy Is Not Pretty*, Warner Bros. Records, 1979.

¹⁷ Algo algo blockchain cuántico seguro aprendizaje profundo algo.

**0.5 Descripción de Algoritmos**

Las habilidades requeridas para diseñar y analizar algoritmos efectivamente están entrelazadas con las habilidades requeridas para describir algoritmos efectivamente. Al menos en mis clases, una descripción completa de cualquier algoritmo tiene cuatro componentes:

• **Qué:** Una especificación precisa del problema que el algoritmo resuelve. • **Cómo:** Una descripción precisa del algoritmo mismo. • **Por qué:** Una demostración de que el algoritmo resuelve el problema que se supone que resuelve. • **Qué tan rápido:** Un análisis del tiempo de ejecución del algoritmo.

No es necesario (o incluso aconsejable) desarrollar estos cuatro componentes en este orden particular. Las especificaciones de problemas, descripciones de algoritmos, demostraciones de corrección, y análisis de tiempo usualmente evolucionan simultáneamente, con el desarrollo de cada componente informando el desarrollo de los otros. Por ejemplo, podríamos necesitar ajustar la descripción del problema para soportar un algoritmo más rápido, o modificar el algoritmo para manejar un caso complicado en la demostración de corrección. Sin embargo, presentar estos componentes por separado usualmente es lo más claro para el lector.

Como con cualquier escritura, es importante dirigir tus descripciones a la audiencia correcta; recomiendo escribir para un programador competente pero escéptico que no es tan inteligente como tú. Piensa en ti mismo hace seis meses. Mientras desarrollas cualquier algoritmo nuevo, naturalmente construirás mucha intuición sobre el problema y sobre cómo tu algoritmo lo resuelve, y tu razonamiento informal será guiado por esa intuición. Pero cualquiera que lea tu algoritmo después, o el código que derives de él, no compartirá tu intuición o experiencia. Tampoco lo hará tu compilador. Tampoco lo harás tú en seis meses. Todo lo que tendrán es tu descripción escrita.

Incluso si nunca tienes que explicar tus algoritmos a nadie más, todavía es importante desarrollarlos con una audiencia en mente. Tratar de comunicarse claramente te fuerza a pensar más claramente. En particular, escribir para una audiencia novata, que interpretará tus palabras exactamente como están escritas, te fuerza a trabajar a través de detalles finos, sin importar qué tan "obvias" o "intuitivas" puedan parecer tus ideas de alto nivel en el momento. Similarmente, escribir para una audiencia escéptica te fuerza a desarrollar argumentos robustos para corrección y eficiencia, en lugar de confiar en tu intuición o tu inteligencia.¹⁸

No puedo enfatizar este punto lo suficiente: Tu trabajo primario como diseñador de algoritmos es enseñar a otras personas cómo y por qué funcionan tus algoritmos. Si no puedes comunicar tus ideas a otros seres humanos, podrían también no existir. Producir código ejecutable correcto y eficiente es un objetivo importante pero secundario. Convencer a ti mismo, tus profesores, tus (prospectivos) empleadores, tus colegas, o tus estudiantes de que eres inteligente es en el mejor de los casos un tercero distante.

**Especificación del Problema**

Antes de que podamos siquiera empezar a desarrollar un nuevo algoritmo, tenemos que acordar sobre qué problema se supone que nuestro algoritmo resuelve. Similarmente, antes de que podamos siquiera empezar a describir un algoritmo, tenemos que describir el problema que el algoritmo se supone que resuelve.

Los problemas algorítmicos a menudo se presentan usando inglés estándar, en términos de objetos del mundo real. Es responsabilidad nuestra, los diseñadores de algoritmos, reformular estos problemas en términos de objetos matemáticos formales, abstractos—números, arreglos, listas, grafos, árboles, etc.—sobre los que podemos razonar formalmente. También debemos determinar si la declaración del problema lleva alguna suposición oculta, y declarar esas suposiciones explícitamente. (Por ejemplo, en la canción "n Botellas de Cerveza en la Pared", n es siempre un entero no negativo.¹⁹)

Podríamos necesitar refinar nuestra especificación mientras desarrollamos el algoritmo. Por ejemplo, nuestro algoritmo podría requerir una representación de entrada particular, o producir una representación de salida particular, que se dejó sin especificar en la descripción original informal del problema. O nuestro algoritmo podría realmente resolver un problema más general de lo que originalmente se nos pidió resolver. (Esta es una característica común de los algoritmos recursivos.)

La especificación debería incluir justo suficiente detalle para que alguien más pueda usar nuestro algoritmo como una caja negra, sin saber cómo o por qué el algoritmo realmente funciona. En particular, debemos describir el tipo y significado de cada parámetro de entrada, y exactamente cómo la salida eventual depende de los parámetros de entrada. Por otro lado, nuestra especificación debería deliberadamente ocultar cualquier detalle que no sea necesario para usar el algoritmo como una caja negra. Deja que lo que no importa verdaderamente se deslice.

Por ejemplo, los algoritmos de celosía y duplicación-y-mediación ambos resuelven el mismo problema: Dados dos enteros no negativos x y y, cada uno representado como un arreglo de dígitos, calcular el producto x · y, también representado como un arreglo de dígitos. Para alguien usando estos algoritmos, la elección del algoritmo es completamente irrelevante. Por otro lado, el algoritmo griego de regla y compás resuelve un problema diferente, porque los valores de entrada y salida están representados por segmentos de línea en lugar de arreglos de dígitos.

**Descripción del Algoritmo**

Los programas de computadora son representaciones concretas de algoritmos, pero los algoritmos no son programas. Más bien, los algoritmos son procedimientos mecánicos abstractos que pueden ser implementados en cualquier lenguaje de programación que soporte las operaciones primitivas subyacentes. Los detalles sintácticos idiosincráticos de tu lenguaje de programación favorito son completamente irrelevantes; enfocarse en estos sólo te distraerá (y a tus lectores) de lo que realmente está pasando.²⁰ Una buena descripción de algoritmo está más cerca de lo que deberíamos escribir en los comentarios de un programa real que el código mismo. El código es un medio pobre para contar historias.

Por otro lado, una descripción en prosa en inglés plano usualmente tampoco es una buena idea. Los algoritmos tienen mucha estructura idiomática—especialmente condicionales, bucles, llamadas a funciones, y recursión—que son demasiado fácilmente ocultas por prosa no estructurada. El inglés coloquial está lleno de ambigüedades y matices de significado, pero los algoritmos deben ser descritos tan sin ambigüedad como sea posible. La prosa es un medio pobre para la precisión.

En mi opinión, la manera más clara de presentar un algoritmo es usando una combinación de pseudocódigo e inglés estructurado. El pseudocódigo usa la estructura de lenguajes de programación formales y matemáticas para dividir algoritmos en pasos primitivos; los pasos primitivos mismos pueden escribirse usando notación matemática, inglés puro, o una mezcla apropiada de los dos, lo que sea más claro. El pseudocódigo bien escrito revela la estructura interna del algoritmo pero oculta detalles de implementación irrelevantes, haciendo el algoritmo más fácil de entender, analizar, depurar, e implementar.

Siempre que describamos un algoritmo, nuestra descripción debería incluir cada detalle necesario para especificar completamente el algoritmo, demostrar su corrección, y analizar su tiempo de ejecución. Al mismo tiempo, debería excluir cualquier detalle que no sea necesario para especificar completamente el algoritmo, demostrar su corrección, y analizar su tiempo de ejecución. (Deslizar.) A un nivel más práctico, nuestra descripción debería permitir a un programador competente pero escéptico que no ha leído este libro implementar rápida y correctamente el algoritmo en su lenguaje de programación favorito, sin entender por qué funciona.

No quiero aburrirte con las reglas que sigo para escribir pseudocódigo, pero debo advertir contra un hábito especialmente pernicioso. Nunca describas operaciones repetidas informalmente, como en "Haz [esto] primero, luego haz [eso] segundo, y así sucesivamente." o "Repite este proceso hasta [algo]". Como cualquiera que haya tomado una de esas pruebas frustrantes de "¿Qué viene después en esta secuencia?" ya sabe, describir los primeros pasos de un algoritmo dice poco o nada sobre lo que pasa en pasos posteriores. Si tu algoritmo tiene un bucle, escríbelo como un bucle, y describe explícitamente lo que pasa en una iteración arbitraria. Similarmente, si tu algoritmo es recursivo, escríbelo recursivamente, y describe explícitamente los límites de los casos y lo que pasa en cada caso.

¹⁸ En particular, asumo que eres un novato escéptico!

¹⁹ Nunca he escuchado a nadie cantar "√2 Botellas de Cerveza en la Pared." Ocasionalmente he escuchado a teóricos de conjuntos cantando "ℵ₀ botellas de cerveza en la pared", pero por alguna razón siempre se rindieron antes de que la canción terminara.

²⁰ Esta es, por supuesto, una cuestión de convicción religiosa. Los lingüistas de sillón discuten incesantemente sobre la hipótesis Sapir-Whorf, que establece (más o menos) que las personas piensan sólo en las categorías impuestas por sus idiomas. Según una formulación extrema de este principio, algunos conceptos en un idioma simplemente no pueden ser entendidos por hablantes de otros idiomas, no sólo por avance tecnológico—¿Cómo traducirías "jump the shark" o "Fortnite streamer" al arameo?—sino por diferencias estructurales inherentes entre idiomas y culturas. Para una visión más escéptica, ver *The Language Instinct* de Steven Pinker. Admitidamente hay algo de fuerza a esta idea cuando se aplica a diferentes paradigmas de programación. (¿Qué es el combinador Y, otra vez? ¿Cómo funcionan las plantillas? ¿Qué es un Abstract Factory?) Afortunadamente, esas diferencias son demasiado sutiles para tener cualquier impacto en el material de este libro. Para un contraejemplo convincente, ver la monografía de Chris Okasaki *Functional Data Structures* y sus descendientes más recientes.

**0.6 Análisis de Algoritmos**

No es suficiente sólo escribir un algoritmo y decir "¡He aquí!" También debemos convencer a nuestra audiencia (¡y a nosotros mismos!) de que el algoritmo realmente hace lo que se supone que debe hacer, y que lo hace eficientemente.

**Corrección**

En algunos contextos de aplicación, es aceptable que los programas se comporten correctamente la mayoría del tiempo, en todas las entradas "razonables". No en este libro; requerimos algoritmos que siempre sean correctos, para todas las entradas posibles. Además, debemos demostrar que nuestros algoritmos son correctos; confiar en nuestros instintos, o probar algunos casos de prueba, no es suficiente. A veces la corrección es verdaderamente obvia, especialmente para algoritmos que has visto en cursos anteriores. Por otro lado, "obvio" es muy a menudo un sinónimo de "incorrecto". La mayoría de los algoritmos que discutimos en este curso requieren trabajo real para demostrar que son correctos. En particular, las demostraciones de corrección usualmente involucran inducción. Nos gusta la inducción. La inducción es nuestra amiga.²¹

Por supuesto, antes de que podamos demostrar formalmente que nuestro algoritmo hace lo que se supone que debe hacer, ¡tenemos que describir formalmente lo que se supone que debe hacer!

**Tiempo de Ejecución**

La manera más común de clasificar diferentes algoritmos para el mismo problema es por qué tan rápido ejecutan. Idealmente, queremos el algoritmo más rápido posible para cualquier problema particular. En muchos contextos de aplicación, es aceptable que los programas ejecuten eficientemente la mayoría del tiempo, en todas las entradas "razonables". No en este libro; requerimos algoritmos que siempre ejecuten eficientemente, incluso en el peor caso.

Pero ¿cómo medimos el tiempo de ejecución? Como ejemplo específico, ¿cuánto tiempo toma cantar la canción BotellaseDeCerveza(n)? Esto es obviamente una función del valor de entrada n, pero también depende de qué tan rápido puedas cantar. Algunos cantantes podrían tomar diez segundos para cantar un verso; otros podrían tomar veinte. La tecnología amplía las posibilidades aún más. Dictar la canción por telégrafo usando código Morse podría tomar un minuto completo por verso. Descargar un mp3 por la Web podría tomar una décima de segundo por verso. Duplicar el mp3 en la memoria principal de una computadora podría tomar sólo unos pocos microsegundos por verso.

Lo que es importante aquí es cómo el tiempo de canto cambia conforme n crece. Cantar BotellaseDeCerveza(2n) requiere aproximadamente el doble de tiempo que cantar BotellaseDeCerveza(n), sin importar qué tecnología se esté usando. Esto se refleja en el tiempo de canto asintótico Θ(n).

Podemos medir el tiempo contando cuántas veces el algoritmo ejecuta una cierta instrucción o alcanza un cierto hito en el "código". Por ejemplo, podríamos notar que la palabra "cerveza" se canta tres veces en cada verso de BotellaseDeCerveza, así que el número de veces que cantas "cerveza" es una buena indicación del tiempo total de canto. Para esta pregunta, podemos dar una respuesta exacta: BotellaseDeCerveza(n) menciona cerveza exactamente 3n + 3 veces.

Incidentalmente, hay muchas canciones con tiempo de canto cuadrático. Esta probablemente es familiar para la mayoría de hablantes de inglés:

NDaysOfChristmas(gifts[2 .. n]):

para i ← 1 hasta n

Cantar "En el día i de Navidad, mi amor verdadero me dio"

para j ← i hacia abajo hasta 2

Cantar " j gifts[j],"

si i > 1

Cantar "y"

Cantar "una perdiz en un peral."

La entrada a NDaysOfChristmas es una lista de n − 1 regalos, representada aquí como un arreglo. Es bastante fácil mostrar que el tiempo de canto es Θ(n²); en particular, el cantante menciona el nombre de un regalo ∑(i=1 a n) i = n(n + 1)/2 veces (contando la perdiz en el peral). También es fácil ver que durante los primeros n días de Navidad, mi amor verdadero me dio exactamente ∑(i=1 a n) ∑(j=1 a i) j = n(n + 1)(n + 2)/6 = Θ(n³) regalos.

Otras canciones de tiempo cuadrático incluyen "Old MacDonald Had a Farm", "There Was an Old Lady Who Swallowed a Fly", "Hole in the Bottom of the Sea", "Green Grow the Rushes O", "The Rattlin' Bog", "The Court Of King Caractacus", "The Barley-Mow", "If I Were Not Upon the Stage", "Star Trekkin'", "Ist das nicht ein Schnitzelbank?",²² "Il Pulcino Pio", "Minkurinn í hænsnakofanum", "Echad Mi Yodea", y "Το κοκοράκι". Para más ejemplos, consulta a tu preescolar favorito.

Alouette(lapart[1 .. n]):

Chantez « Alouette, gentille alouette, alouette, je te plumerai. »

pour tout i de 1 à n

Chantez « Je te plumerai lapart[i]. Je te plumerai lapart[i]. »

pour tout j de i à 1 ⟨⟨à rebours⟩⟩

Chantez « Et lapart[j] ! Et lapart[j] ! »

Chantez « Alouette! Alouette! Aaaaaa. . . »

Chantez « . . . alouette, gentille allouette, alouette, je te plumerai. »

Algunas canciones tienen tiempos de canto incluso más bizarros. Un ejemplo bastante moderno es "The TELNET Song" de Guy Steele, que realmente toma tiempo Θ(2ⁿ) para cantar los primeros n versos; Steele recomendó n = 4. Finalmente, hay algunas canciones que nunca terminan.²³

Excepto por "The TELNET Song", todas estas canciones se expresan más naturalmente como un pequeño conjunto de bucles anidados, así que sus tiempos de ejecución de canto pueden computarse usando sumatorias anidadas. El tiempo de ejecución de un algoritmo recursivo se expresa más fácilmente como una recurrencia. Por ejemplo, el algoritmo de multiplicación del campesino puede expresarse recursivamente como sigue:

x · y = { 0 si x = 0 { ⌊x/2⌋ · (y + y) si x es par { ⌊x/2⌋ · (y + y) + y si x es impar

Sea T(x, y) el número de operaciones de paridad, adición y mediación requeridas para calcular x · y. Esta función satisface la desigualdad recursiva T(x, y) ≤ T(⌊x/2⌋, 2y) + 2 con caso base T(0, y) = 0. Las técnicas descritas en el siguiente capítulo implican la cota superior T(x, y) = O(log x).

A veces el tiempo de ejecución de un algoritmo depende de una implementación particular de alguna estructura de datos subyacente o subrutina. Por ejemplo, el algoritmo de distribución Huntington-Hill ApportionCongress ejecuta en tiempo O(N + RI + (R − n)E), donde N denota el tiempo de ejecución de NewPriorityQueue, I denota el tiempo de ejecución de Insert, y E denota el tiempo de ejecución de ExtractMax. Bajo la suposición razonable de que R ≥ 2n (en promedio, cada estado obtiene al menos dos representantes), podemos simplificar esta cota a O(N + R(I + E)). El tiempo de ejecución preciso depende de la implementación de la cola de prioridad subyacente. El Bureau del Censo implementa la cola de prioridad como un arreglo no ordenado, lo que nos da N = I = Θ(1) y E = Θ(n), así que la implementación del Bureau del Censo de ApportionCongress ejecuta en tiempo O(Rn). Sin embargo, si implementamos la cola de prioridad como un heap binario o un arreglo ordenado como heap, tenemos N = Θ(1) e I = E = O(log n), así que el algoritmo total ejecuta en tiempo O(R log n).

Finalmente, a veces estamos interesados en recursos computacionales otros que el tiempo, como espacio, número de lanzamientos de moneda, número de fallas de caché o página, número de mensajes entre procesos, o el número de regalos que mi amor verdadero me dio. Estos recursos pueden analizarse usando las mismas técnicas usadas para analizar el tiempo de ejecución. Por ejemplo, la multiplicación de celosía de dos números de n dígitos requiere espacio O(n²) si escribimos todos los productos parciales antes de sumarlos, pero sólo espacio O(n) si los sumamos sobre la marcha.

²¹ Si la inducción no es tu amiga, tendrás dificultades con este libro.

²² ¡Ja, das ist Otto von Schnitzelpusskrankengescheitmeyer!

²³ Simplemente siguen y siguen, mi amigo.

**Ejercicios**

1. Describe y analiza un algoritmo eficiente que determine, dado un arreglo legal de piezas estándar en un tablero de ajedrez estándar, qué jugador ganará al ajedrez desde la posición inicial dada si ambos jugadores juegan perfectamente. [Pista: ¡Hay una solución trivial de una línea!]

♥1. (a) Identifica (o escribe) una canción que requiera tiempo Θ(n³) para cantar los primeros n versos.

(b) Identifica (o escribe) una canción que requiera tiempo Θ(n log n) para cantar los primeros n versos.

(c) Identifica (o escribe) una canción que requiera alguna otra cantidad extraña de tiempo para cantar los primeros n versos.

1. Los lectores cuidadosos podrían quejarse de que nuestro análisis de canciones como "n Botellas de Cerveza en la Pared" o "Los n Días de Navidad" es excesivamente simplista, porque números más grandes toman más tiempo en cantarse que números más cortos. Más generalmente, porque hay sólo tantas palabras de una longitud dada, conjuntos más grandes de palabras necesariamente contienen palabras más largas.²⁴ Podemos estimar más precisamente el tiempo de canto contando el número de sílabas cantadas, en lugar del número de palabras.

(a) ¿Cuánto tiempo toma cantar el entero n?

(b) ¿Cuánto tiempo toma cantar "n Botellas de Cerveza en la Pared"?

(c) ¿Cuánto tiempo toma cantar "Los n Días de Navidad"?

Como siempre, expresa tus respuestas en la forma O(f(n)) para alguna función f.

1. La canción bebida acumulativa "The Barley Mow" ha sido cantada por todas las Islas Británicas durante siglos. La canción tiene muchas variantes; la Figura 0.6 contiene pseudoletra para una versión tradicionalmente cantada en Devon y Cornwall, donde vessel[i] es el nombre de un recipiente que contiene 2ⁱ onzas de cerveza.²⁵

BarleyMow(n):

"Here's a health to the barley-mow, my brave boys,"

"Here's a health to the barley-mow!"

"We'll drink it out of the jolly brown bowl,"

"Here's a health to the barley-mow!"

"Here's a health to the barley-mow, my brave boys,"

"Here's a health to the barley-mow!"

para i ← 1 hasta n

"We'll drink it out of the vessel[i], boys,"

"Here's a health to the barley-mow!"

para j ← i hacia abajo hasta 1

"The vessel[j],"

"And the jolly brown bowl!"

"Here's a health to the barley-mow!"

"Here's a health to the barley-mow, my brave boys,"

"Here's a health to the barley-mow!"

**Figura 0.6.** "The Barley Mow".

(a) Supón que cada nombre vessel[i] es una sola palabra, y puedes cantar cuatro palabras por segundo. ¿Cuánto tiempo te tomaría cantar BarleyMow(n)? (Da una cota asintótica ajustada.)

(b) Si quieres cantar esta canción para valores arbitrariamente grandes de n, tendrás que inventar tus propios nombres de recipientes. Para evitar repetición, estos nombres deben volverse progresivamente más largos conforme n aumenta. Supón que vessel[n] tiene Θ(log n) sílabas, y puedes cantar seis sílabas por segundo. Ahora ¿cuánto tiempo te tomaría cantar BarleyMow(n)? (Da una cota asintótica ajustada.)

(c) Supón que cada vez que mencionas el nombre de un recipiente, realmente bebes la cantidad correspondiente de cerveza: una onza para el jolly brown bowl, y 2ⁱ onzas para cada vessel[i]. Asumiendo para propósitos de este problema que tienes al menos 21 años de edad, ¿exactamente cuántas onzas de cerveza beberías si cantaras BarleyMow(n)? (Da una respuesta exacta, no sólo una cota asintótica.)

1. Recuerda que la entrada al algoritmo Huntington-Hill ApportionCongress es un arreglo Pop[1 .. n], donde Pop[i] es la población del i-ésimo estado, y un entero R, el número total de representantes a ser asignados. La salida es un arreglo Rep[1 .. n], donde Rep[i] es el número de representantes asignados al i-ésimo estado por el algoritmo.

El algoritmo Huntington-Hill a veces se describe de una manera que evita el uso de colas de prioridad enteramente. El algoritmo de nivel superior "adivina" un número real positivo D, llamado el divisor, y luego ejecuta la siguiente subrutina para calcular una distribución. La variable q es la cuota ideal de representantes asignados a un estado para el divisor dado D; el número real de representantes asignados es siempre ya sea ⌈q⌉ o ⌊q⌋.

HHGuess(Pop[1 .. n],R, D):

reps ← 0

para i ← 1 hasta n

q ← Pop[i]/D

si q · q < ⌈q⌉ · ⌊q⌋

Rep[i] ← ⌊q⌋

sino

Rep[i] ← ⌈q⌉

reps ← reps + Rep[i]

retornar reps

Hay tres posibilidades para el valor de retorno final reps. Si reps < R, no asignamos suficientes representantes, lo que (al menos intuitivamente) significa que nuestro divisor D era demasiado pequeño. Si reps > R, asignamos demasiados representantes, lo que (al menos intuitivamente) significa que nuestro divisor D era demasiado grande. Finalmente, si reps = R, podemos retornar el arreglo Rep[1 .. n] como la distribución final. En la práctica, podemos calcular una distribución válida (con reps = R) llamando HHGuess con un pequeño número de divisores enteros cerca del divisor estándar D = P/R.

En los siguientes problemas, sea P = ∑(i=1 a n) Pop[i] la población total de todos los n estados, y asume que n ≤ R ≤ P.

²⁴ ¡Ja, das ist das Subatomarteilchenbeschleunigungsnaturmäßigkeitsuntersuchungsmaschine!

²⁵ En la práctica, la canción usa algún subconjunto de los siguientes recipientes: nipperkin, quarter-gill, half-a-gill, gill, quarter-pint, half-a-pint, pint, quart, pottle, gallon, half-anker, anker, firkin, half-barrel/kilderkin, barrel, hogshead, pipe/butt, tun, well, river, y ocean. Con pocas excepciones (especialmente al final), cada recipiente en esta lista tiene el doble del volumen de su predecesor. Las versiones irlandesas y escocesas de la canción tienen letras ligeramente diferentes, y usualmente cambian a personas (barmaid, landlord, drayer, etc.) después de "gallon".

Una versión temprana de la canción titulada "Give us once a drink" aparece en la obra *Jack Drum's Entertainment* (o la *Comedie of Pasquill and Katherine*) escrita por John Marston alrededor de 1600. ("Giue vs once a drinke for and the black bole. Sing gentle Butler bally moy!") Hay algún desacuerdo sobre si Marston escribió la "high Dutch Song" específicamente para la obra, si "bally moy" es una mondegrin para "barley mow" o viceversa, o si es realmente la misma canción en absoluto. Estas discusiones se tienen mejor sobre n botellas de cerveza.

**TRADUCCIÓN - ALGORITMOS: RECURSIÓN**

**0. INTRODUCCIÓN**

(a) Demuestra que llamar a HHGuess con el divisor estándar D = P/R no necesariamente produce una distribución válida.

(b) Demuestra que si HHGuess devuelve el mismo valor de representantes para dos divisores diferentes D y D', también calcula la misma asignación Rep[1 .. n] para ambos divisores.

(c) Demuestra que si HHGuess devuelve el valor correcto R, calcula la misma asignación Rep[1 .. n] que nuestro algoritmo anterior ApportionCongress.

(d) ¡Demuestra que un divisor "correcto" D no necesariamente existe! Es decir, describe entradas Pop[1 .. n] y R, donde n ≤ R ≤ P, tal que para cada número real D > 0, el número de representantes asignados por HHGuess no es igual a R. [Pista: ¿Qué pasa si cambiamos < por ≤ en la cuarta línea de HHGuess?]

*El control de una fuerza grande es el mismo principio que el control de unos pocos hombres: es simplemente una cuestión de dividir sus números.* — Sun Zi, El Arte de la Guerra (c. 400CE), traducido por Lionel Giles (1910)

*Nuestra vida se desvanece por el detalle... Simplifica, simplifica.* — Henry David Thoreau, Walden (1854)

*Ahora, no me preguntes qué es Voom. Nunca lo sabré. ¡Pero, muchacho! Déjame decirte, ¡SÍ limpia la nieve!* — Dr. Seuss [Theodor Seuss Geisel], El Gato en el Sombrero Regresa (1958)

*Haz primero los trabajos difíciles. Los trabajos fáciles se cuidarán solos.* — atribuido a Dale Carnegie

**1**

**Recursión**

**1.1 Reducciones**

La reducción es la técnica más común utilizada en el diseño de algoritmos. Reducir un problema X a otro problema Y significa escribir un algoritmo para X que use un algoritmo para Y como una caja negra o subrutina. Crucialmente, la corrección del algoritmo resultante para X no puede depender de ninguna manera en cómo funciona el algoritmo para Y. Lo único que podemos asumir es que la caja negra resuelve Y correctamente. El funcionamiento interno de la caja negra simplemente no es asunto nuestro; es el problema de alguien más. A menudo es mejor pensar literalmente en la caja negra como funcionando puramente por magia.

Por ejemplo, el algoritmo de multiplicación campesina descrito en el capítulo anterior reduce el problema de multiplicar dos enteros positivos arbitrarios a tres problemas más simples: suma, mediación (dividir por la mitad) y verificación de paridad. El algoritmo se basa en un tipo de datos abstracto "entero positivo" que soporta esas tres operaciones, pero la corrección del algoritmo de multiplicación no depende de la representación precisa de los datos (marcas de cuenta, fichas de arcilla, hexagesimal babilónico, quipu, varillas de contar, numerales romanos, posiciones de dedos, piedras de augrym, numerales gobar, binario, negabinario, código Gray, ternario balanceado, finary, cuater-imaginario, ...), o en las implementaciones precisas de esas operaciones.

Por supuesto, el tiempo de ejecución del algoritmo de multiplicación depende del tiempo de ejecución de las operaciones de suma, mediación y paridad, pero eso es un tema separado de la corrección. Más importante aún, podemos crear un algoritmo de multiplicación más eficiente simplemente cambiando a una representación numérica más eficiente (de marcas de cuenta a notación posicional, por ejemplo).

De manera similar, el algoritmo de Huntington-Hill reduce el problema de distribución del Congreso al problema de mantener una cola de prioridad que soporta las operaciones Insert y ExtractMax. El tipo de datos abstracto "cola de prioridad" es una caja negra; la corrección del algoritmo de distribución no depende de ninguna estructura de datos específica de cola de prioridad. Por supuesto, el tiempo de ejecución del algoritmo de distribución depende del tiempo de ejecución de los algoritmos Insert y ExtractMax, pero eso es un tema separado de la corrección del algoritmo. La belleza de la reducción es que podemos crear un algoritmo de distribución más eficiente simplemente intercambiando una nueva estructura de datos de cola de prioridad. Además, el diseñador de esa estructura de datos no necesita saber o preocuparse de que será utilizada para distribuir el Congreso.

Cuando diseñamos algoritmos, puede que no sepamos exactamente cómo están implementados los bloques de construcción básicos que usamos, o cómo nuestros algoritmos podrían ser utilizados como bloques de construcción para resolver problemas aún más grandes. Esa ignorancia es incómoda para muchos principiantes, pero es tanto inevitable como extremadamente útil. Incluso cuando sí sabes precisamente cómo funcionan tus componentes, a menudo es extremadamente útil pretender que no lo sabes.

**1.2 Simplifica y Delega**

La recursión es un tipo particularmente poderoso de reducción, que puede describirse vagamente como sigue:

• Si la instancia dada del problema puede resolverse directamente, resuélvela directamente. • De lo contrario, redúcela a una o más instancias más simples del mismo problema.

Si la autorreferencia es confusa, puede ser útil imaginar que alguien más va a resolver los problemas más simples, tal como asumirías para otros tipos de reducciones. Me gusta llamar a ese alguien más el Hada de la Recursión. Tu única tarea es simplificar el problema original, o resolverlo directamente cuando la simplificación es innecesaria o imposible; el Hada de la Recursión resolverá todos los subproblemas más simples para ti, usando Métodos Que No Son Asunto Tuyo Así Que No Te Metas¹. Los lectores matemáticamente sofisticados podrían reconocer al Hada de la Recursión por su nombre más formal: la Hipótesis de Inducción.

Hay una condición técnica leve que debe satisfacerse para que cualquier método recursivo funcione correctamente: No debe haber una secuencia infinita de reducciones a instancias más simples y más simples. Eventualmente, las reducciones recursivas deben llevar a un caso base elemental que pueda resolverse por algún otro método; de lo contrario, el algoritmo recursivo se ejecutará para siempre. La forma más común de satisfacer esta condición es reducir a una o más instancias más pequeñas del mismo problema. Por ejemplo, si la entrada original es un skreeble con n glurps, la entrada a cada llamada recursiva debería ser un skreeble con estrictamente menos de n glurps. Por supuesto, esto es imposible si el skreeble no tiene glurps en absoluto —¡No puedes tener glurps negativos; eso sería tonto!— así que en ese caso debemos grindlebloff el skreeble usando algún otro método.
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Un escriba egipcio perezoso podría ejecutar este algoritmo calculando x' e y', pidiendo a un escriba más junior que multiplique x' e y', y luego posiblemente agregando y a la respuesta del escriba junior. El problema del escriba junior es más simple porque x' < x, y disminuir repetidamente un entero positivo eventualmente lleva a 0. Cómo el escriba junior realmente calcula x' · y' no es asunto del escriba senior (y tampoco es asunto tuyo).

------------------------------------------------------------

¹Cuando era estudiante universitario, atribuía la recursión a "duendes" en lugar del Hada de la Recursión, refiriéndome al cuento de los Hermanos Grimm sobre un viejo zapatero que deja su trabajo sin terminar cuando se va a dormir, solo para descubrir al despertar que los duendes ("Wichtelmänner") han terminado todo durante la noche. Alguien más experimentado enteogénicamente que yo podría reconocer a estos Rekursionswichtelmänner como los "duendes máquina auto-transformadores" de Terence McKenna.

**1.3 Torre de Hanoi**

El rompecabezas de la Torre de Hanoi fue publicado por primera vez —¡como un rompecabezas físico real!— por el maestro y matemático recreacional francés Édouard Lucas en 1883², bajo el pseudónimo "N. Claus (de Siam)" (un anagrama de "Lucas d'Amiens"). Al año siguiente, Henri de Parville describió el rompecabezas con la siguiente historia notable³:

En el gran templo de Benares⁴... bajo la cúpula que marca el centro del mundo, descansa una placa de latón en la cual están fijadas tres agujas de diamante, cada una de un codo de altura y tan gruesa como el cuerpo de una abeja. En una de estas agujas, en la creación, Dios colocó sesenta y cuatro discos de oro puro, el disco más grande descansando en la placa de latón, y los otros volviéndose más pequeños y más pequeños hasta el de arriba. Esta es la Torre de Bramah. Día y noche sin cesar los sacerdotes transfieren los discos de una aguja de diamante a otra según las leyes fijas e inmutables de Bramah, que requieren que el sacerdote de turno no debe mover más de un disco a la vez y que debe colocar este disco en una aguja para que no haya un disco más pequeño debajo de él. Cuando los sesenta y cuatro discos hayan sido así transferidos desde la aguja en la cual en la creación Dios los colocó a una de las otras agujas, torre, templo y brahmanes por igual se desmoronarán en polvo, y con un trueno el mundo se desvanecerá.
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**Figura 1.1.** El rompecabezas de la Torre de Hanoi (8 discos)

Por supuesto, como buenos científicos de la computación, nuestro primer instinto al leer esta historia es sustituir la variable n por la constante codificada 64. Y porque la mayoría de las instancias físicas del rompecabezas están hechas de madera en lugar de diamantes y oro, llamaré a las tres ubicaciones posibles para los discos "clavijas" en lugar de "agujas". ¿Cómo podemos mover una torre de n discos de una clavija a otra, usando una tercera clavija libre como marcador de posición ocasional, sin nunca colocar un disco encima de un disco más pequeño?

Como N. Claus (de Siam) señaló en el panfleto incluido con su rompecabezas, el secreto para resolver este rompecabezas es pensar recursivamente. En lugar de tratar de resolver todo el rompecabezas de una vez, concentrémonos en mover solo el disco más grande. No podemos moverlo al principio, porque todos los otros discos están en el camino. Así que primero tenemos que mover esos n − 1 discos más pequeños a la clavija libre. Una vez que eso esté hecho, podemos mover el disco más grande directamente a su destino. Finalmente, para terminar el rompecabezas, tenemos que mover los n − 1 discos más pequeños desde la clavija libre a su destino.
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**Figura 1.2.** El algoritmo de la Torre de Hanoi; ignora todo excepto el disco inferior.

Así que ahora todo lo que tenemos que averiguar es cómo—

¡¡NO!! ¡¡ALTO!!

¡Eso es todo! ¡Hemos terminado! Hemos reducido exitosamente el problema de la Torre de Hanoi de n discos a dos instancias del problema de la Torre de Hanoi de (n − 1) discos, que podemos entregar alegremente al Hada de la Recursión —o para continuar con la metáfora de Lucas, a los monjes junior del templo. Nuestro trabajo ha terminado. Si no confiáramos en los monjes junior, no los habríamos contratado; déjalos hacer su trabajo en paz.

Nuestra reducción hace una suposición sutil pero extremadamente importante: Hay un disco más grande. Nuestro algoritmo recursivo funciona para cualquier número positivo de discos, pero se descompone cuando n = 0. Debemos manejar ese caso usando un método diferente. Afortunadamente, los monjes en Benares, siendo buenos budistas, son bastante hábiles en mover cero discos de una clavija a otra en nada de tiempo, no haciendo nada.
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**Figura 1.3.** El caso base vacuo para el algoritmo de la Torre de Hanoi. No hay cuchara.

Puede ser tentador pensar en cómo se mueven todos esos discos más pequeños —o más generalmente, qué sucede cuando se desenrolla la recursión— pero realmente, no lo hagas. Para la mayoría de los algoritmos recursivos, desenrollar la recursión no es necesario ni útil. Nuestra única tarea es reducir la instancia del problema que nos dan a una o más instancias más simples, o resolver el problema directamente si tal reducción es imposible. Nuestro algoritmo recursivo de la Torre de Hanoi es trivialmente correcto cuando n = 0. Para cualquier n ≥ 1, el Hada de la Recursión mueve correctamente los n − 1 discos superiores (más formalmente, la Hipótesis de Inducción implica que nuestro algoritmo recursivo mueve correctamente los n − 1 discos superiores) así que nuestro algoritmo es correcto.
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**Figura 1.4.** Un algoritmo recursivo para resolver la Torre de Hanoi

Sea T(n) el número de movimientos requeridos para transferir n discos —el tiempo de ejecución de nuestro algoritmo. Nuestro caso base vacuo implica que T(0) = 0, y el algoritmo recursivo más general implica que T(n) = 2T(n − 1) + 1 para cualquier n ≥ 1. Escribiendo los primeros varios valores de T(n), podemos fácilmente suponer que T(n) = 2ⁿ − 1; una prueba de inducción directa implica que esta suposición es correcta. En particular, mover una torre de 64 discos requiere 2⁶⁴ − 1 = 18,446,744,073,709,551,615 movimientos individuales. Así, incluso a la impresionante velocidad de un movimiento por segundo, los monjes en Benares estarán trabajando durante aproximadamente 585 mil millones de años ("plus de cinq milliards de siècles") antes de que torre, templo y brahmanes por igual se desmoronen en polvo, y con un trueno el mundo se desvanezca.

**1.4 Mergesort**

Mergesort es uno de los primeros algoritmos diseñados para computadoras de programa almacenado de propósito general. El algoritmo fue desarrollado por John von Neumann en 1945, y descrito en detalle en una publicación con Herman Goldstine en 1947, como uno de los primeros programas no numéricos para la EDVAC⁵.

1. Divide el arreglo de entrada en dos subarreglos de tamaño aproximadamente igual.
2. Ordena recursivamente cada uno de los subarreglos usando mergesort.
3. Combina los subarreglos recién ordenados en un solo arreglo ordenado.

**Entrada:** S O R T I N G E X A M P L E  
**Dividir:** S O R T I N G | E X A M P L E  
**Recurrir Izquierda:** I N O R S T G | E X A M P L E  
**Recurrir Derecha:** I N O R S T G | A E G L M P X  
**Combinar:** A E G I L M N O P R S T X

**Figura 1.5.** Un ejemplo de mergesort.

El primer paso es completamente trivial —solo dividir el tamaño del arreglo por dos— y podemos delegar el segundo paso al Hada de la Recursión. Todo el trabajo real se hace en el paso final de combinación. Una descripción completa del algoritmo se da en la Figura 1.6; para mantener clara la estructura recursiva, he extraído el paso de combinación en una subrutina independiente. El algoritmo de combinación también es recursivo —identifica el primer elemento del arreglo de salida, y luego combina recursivamente el resto de los arreglos de entrada.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAk4AAAEDCAYAAADDd4vaAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAK2uSURBVHhe7N11WFTZG8DxLyFDCdiKDSq2gu3aHajYnT+7u9ZYde3u2LV27e7OtUBFsBBUFKSUrhkYmJn7+2NQYQjRtVbP53nm0RtzY7hz7zvnvOccPUmSJARBEARBEIQP0tedIQiCIAiCIKRNBE6CIAiCIAiZJAInQRAEQRCETBKBkyAIgiAIQiaJwEkQBEEQBCGTROAkCIIgCIKQSSJwEgRBEARByCQROAmCIAiCIGSSnugAUxAE4cs6ffIU2XNkRyaT6S4SBOE75ufnR9Vq1ciTJ8+7eSJwEgRB+MIqlClL3rx5MTY21l0kCMJ37MWLF0ybOZPOXTq/mycCJ0EQhC+sScOGrF67FruSJXUXCYLwHevYrh0TJk2iarVq7+aJHCdBEARBEIRMEoGTIAiC8HloovHYP4/hvcayzydBd2kqCtdZ1C5iQ+lSZShfvj5TbsbqrvJ1KJ/yR4cqVCxXngp2RSnf6wyRuut8MiVem4fTd8Rijj+To9FdLPzniMBJEAThu6Hk2c5fGTZwIIMHDGX2kVfohh+qgNPMHTqQwQMGMmT8Jh4rdFb4ZhQ8XtuTbmviaLdoAZ2KGOksj+beykEMXuKK/O0sKQFsR3DE/TEPHlxmfk3zd2uro1/gfHg9swd3ZcCax8S9W/IFyEow4MAd3B8+4OqKmhgnqnXX+Bdk2P1vKbObBrGwfX/+fqbUXUH4jxGBkyAIwndDRvHu0xhawhsXt4vs2ngavxSRk4qgy39x4YkzF26b0GX6QMqYJl/+7ah89jF9bSTdV02hQV7doAmUT7Yze8M5LpxxIUg3GtQld2PdjBUc9wgh4K4zjwIV//GSGhkFHX9jaauXLJt1gsDPGZcJX50InARBEL4r+hjJLCjRtiU5vfZywjtZCUWCD6ePqmnWxBoDQ2OMDQB1HBHBb3jzRvcVTJhCDaiJiwh+Nz84JIq4dB/cCUQHeHHf/Slv5O9XUsdFEJxq+294ExyGQq19n8/Jv3lk3YV2pdKI5FR+HF5ylYpD62D+2g3fDxUfmdkzYsUq5k7qTbWcBrpL/6MsqNjFCUvn7VwVkdN/mgicBEEQvkNGxdrhVMCXg4eevKumUj49yhkTJxrlfR9MaOReHF89mubVqtNh3DyWLFrMkoWzGdH4F/ruC0SlkfP06ErGNa7OL05jmTnxf7StWZFfnKZwxCcpKFNH4v73JNpXq0uPSSvYtvF3BjUsT43BF4lCg8LrGGtHN+GXam2ZOG+xdh+zhtK8Zi/2B6qAKB5ffoVlZXtSFzZpCL24nD2WgxjcpAq5473xeP01q6tUBF5YzrgerWjUeh63HhxlwSAnGtRswahd3nz8kagIPLeU0d0cadR6HjfdDjL3f62oX7sDcy4F4Ht+BSPbNaB28xHsSR70ArJCVSid5RmXPLW5XMqnWxjQsAUTTgSiSrGm8D0TgZMgCML3yMiG1h1teXNkHw9jAeQ8OnCFPB0akCtZIYy+RUV6je1GCcOsOAyaw+KlS1i8bCVrVk2mfZms6OtbUKHPeLrYGZK18mAWbT3AmXNrqeO/h3lr7xGLCv/DE+g3+yG1153lyI71LF//F7s29KWkuT6gT9aKvRndzQ5Di0oMmLNEu49V61k+uSNlsupDfAjPglRks81Nqi4+o++yYXUYHUfVJW9eO4rI3uDu86Eip8/JEOsGA+hRJgqfZy4cvGyA48ylDLXx5dLZ55+QO2WIdaNB9C4Xjc8zZw5dN6fj/IV0t7jH9ikT2BZWm0krxlA24BzHn+gku8tyUzRbPK98IpJmSKg1akSnQP8tInASBEH4LhlRpFUXSkWcYa9rNJqou+y7Y0PHOjk/cOOO4vpvEzhfqCe9q1ilua5aGUW0yhTbcvkwin/KvtUX0DQYS59KFu/WN604nq1L6mOp814Aoq4xe/w5CvXqQ2UrfdDIiYwHY0tTnf0p8do+l8tFW1I83IP7z+LJaR6Pz6PATyjp+Rf0lQR5RJCv43RmjXKkrHV2suobkLuUNSa662aGvpIgj0jydZ7J7BFNKZEzO1kNslCkywwmd6lEfsusGBrmpHg+na3rm2Ihg/hIbUa/rMT/2HL5LEtaWWOYck3hO5bWd0oQBEH4DhgVbEKXCnIu7rrJyxt7eFKuC1Ws9HRX09LEcGvJCPr3Hcq8ox6EJeoWY2iIubaA/zWtQoVG68mz8CzbehXBKCGMVxGQtWDOpNKiBPzOrGPR3HksmDuPpX/dJyYpM1sTfZNlw/vRf8hcjnuE8n4X+hjog6ROmbuj8jvEwiOW1C0ayK0rV7hyzRN1NgPeuPvyVRsDKl5x11tD4SpFMANQ+HDnhSElqhRKXUKWGUnbK1q5CKYAipfcCzLFroI1MkAZ5I6nyoYqhXXzvTRoJNA3EI/e/zLx1xMEQfheGVjToGcVVFdWs2TDK6p3qkBW3XXe0s9KjfGr+XPrFtbO60+17LplGPpkrT2ZP09e4PDs4lyYPp+rIRowtqZMfgjzeJkUIBmSu0pDbJ/v4s9/rKjfyBbTpCeFvkVNxq7Zwp9b1zGnf3Xe7cIgKzlNQREmf5+rownl8tKt6A+ax9Sxoxk1ZjSjxoxiQKtCqHweEhj/dsUvTx3uwb2wXDjYaD89VYgbt8MLUtvuffcHH0O7vdw42Grfn/DanQfR+ahiawqoCbv/D8F5f6Gkhe4bYwlXgGnOT9uv8H0QgZMgCMJ3S5+ctXrwi6EH52Ma0ba0bglGWmQUbd6Raqb3WT5qBe46RTt6hpYUbzGc3rmusfHkKxKMitBmZBssbi1k8Uk/lOgjy5Ef62xZMDTLR2Frc1K1a5PZ0KxTdUzclzFmuRsKWR7sisoI9Qh4VwUX67qOFS9aMq51gWTVUEbksrNBFuzOy3edOX06dcgN1k6cxEYXbc6Q7vRbiufO+GWxpVx+bflSrOd1XpmVxNYq1ZmloAp2Zvf6XdzSSWZXPHfGX1aMctba7cU8dSbQoiwlcxgCcp5fe4l+UTty6SbKKwLwisiKna0VAKo3l1kxfgpb7kX/x7tb+LmIwEkQBOG7oeTp9klM+NMd54XDmHHcH03OGnRrmJ+yXVtja6wi4MTvTN/yFHXYORZO3ciDoNusmfEHnqoYbi8fzeAB2s4xBw2cwvabfihUkbgsn8afHipibq1n3eUQ1EZFcJrYnsS1Pek+cA43Ss1k5/IWvF7VC6fWXejbdygrn+SkfLk8ZEFD1O1V/LbpCapoF1aN0m5/8IABDJmyDWc/BRrMKdu8DAlu13gepyLwzFyGDtuGT7wXlx6+DwrUwVf4c6cHcqULyyatwDVWtzrxLSVP/57EgJ7D+dNTTcjJWQzpP5HtT1KmcicEXefwvn0cufU6zWktJUH3HyPPW4mipgAaVIlAyEkWzFjGIc/0IzjF412sXforI353Tjb37fYqY2MCoMD39jMSC1SmSFJcq5EkYq4sZuaSfTyMeh8SxXhewsvQgSYltSVOSr8rHDqwj2N3Q0Sruv8QMcivIAjCF/bdDvKriSMqBswtTd6VKmmUkYTGysiZw+SjfllrIi4ytuFY4mecZo1T5pKdFXd/pemknGw+NYYSn5RspEEZq0DP3Bxt4Y7udHo0JMjjwMQMI52TjDzdnSZ/dePc7pZYAVEXR9D7Si+OzKmScsUMqZDLNZiYGb3/DBN82d3bkbU2f3JmbjW0oZMGZXQcehZmHzhe4VsRg/wKgiAI7+mbYJksaALQl1mR+yODJgD9bPWYvqQVL2YPY/FxT6Iz2cejFPcGr/tuuN17iG9m3/SOPrIUQZLudHr0MTJLFjRp4njt6Y67mxsevjEkAqAiwuMY6/cZ06N/hRTv/jBDzJIFTaqIhxyaPZhl0d1ZNrFKUtCE9nhF0PSfI0qcBEEQvrCPKXEa1H8Ab14nr2r6b1ErY4iMVGCQLTdWRum0AEyiUYbhHxBJggRgQNZ8hcjzNhP9a5ISiAjwJ1ypfRzqm+WlUF5jEmLi0DM11/bQ/skk4iPeECVlJZtV6hKu5Lb8tZ3s2bPrzha+obRKnETgJAiC8IV9TODk5elJQsKHBnMTfkQlS5UiS5YsurOFb0gEToIgCN/AxwROgiB8P9IKnDIoNBQEQRAEQRCSE4GTIAiCIAhCJonASRAE4YeiISEu4b/doaJG/d8+fuGHJgInQRCEH4jSczVtytVhmnP6HTt+DuroFzgfXs/swV0ZsOYxKbum/Bfkd5hZpxxOa7y+7kDAX9gX+7yEr04EToIgCD8QWSFHxs6dRo9SJrqLPh+5G+tmrOC4RwgBd515FKj4fCVExja0GTmeAY3y8923L1N6c2jZVh59aMTiL/l5CV+dCJwEQRB+JKa2NO7sSGnLL3h7N7NnxIpVzJ3Um2o5/1UnR6kZ5MChUz9alTT//h9Qia+5dug8vh8qGvuSn5fw1X3316UgCIKQCaoAzi8ZSc+W9XGafZf0K+pUvLkwmx5D9uP/pQZIi3/Ktn4NaTXuBIGZ3ocS3+PLGNe1Kb/UGsKFSN3l76neXGBO16Ec8Mv0xpNREXhuKaO7OdKo9Txuuh1k7v9aUb92B+ZcCsD3/ApGtmtA7eYj2OP9oYhI+BmJwEkQBOFHYJifhoP7Ui4mCP3i1hjrLgcggYATU+k+8QHV+jfFOjMDyn0ijUZCpfmYbgJlFG41lhn9CxOPNbnSGbsuwf8E07pM4mH1/jTJ/yknYIh1o0H0LheNzzNnDl03p+P8hXS3uMf2KRPYFlabSSvGUDbgHMefxOq+WRBEB5iCIAhf2lfrADPsFH3qzcVm+3lmOJjqLFQReHIinYcdJqZcUxqXeD9iWrr0TCjdZwp9y+puK4nKly2ODfnDYTcX5lXBTHf5R0vgxQZHnM4P5uL+duTS+WmvCjzJ5PbDORJTjiZNSmCW8YguAJiW7suk/5Uh5RmEcapnfebbbuXsb5Uw1bxmr1Nd/qh/lJNjSiKLusKI+r+S44/z/FYp2TuV3hxauI5/QrWj2aEK4fapxxRoVg/rpAHn9EzL0m/GQMql9ZF99s9L+NJEB5iCIAg/MIXvXbw1RXAolNZT2xCr4g6UyQEGlnZUqV2HOnU+8KpdkzI5P6VU51PF4/8wHMvShTFL4+lkaFUc+7I5wMCSEtVqpz7eNF41yuYg1RkoXnHXW0PRykW0AZXiJfeCTLGrYI0MUAa546myoUphnc/R0BLb6nWoV7++9lXHAWuLnJStnTRdvz51a5UnR6odCj8USRAEQfiiGjdoIHk+eaI7+zNTSQE7Wkul6y2XPON1l70X771fGvlLNanfNk9JrrvwYyX6SJub2krVp9yWYnWXfYpEX2lbs1JS2z1Bklp32Vtx3tKBYbWkmn22SV6feAIqvx1SmxL1peUe2g9K+Wyd1KxEc2mrT6L2c9zTVirfeL30XKn7Th0x16XRv3SVToTrLkjH5/68hC+uQ9u2kouzc4p5acT0giAIwn9PHL6uAWQpUpq86eQHAchsOrBo90wqxr5GrtZd+pmoQ7m7ZwO7rwd8XF9M8X7cD7WijK1F+tUhxja0X7qb6RXlBMV+2gkonjvjLytGOWvtBxXz1JlAi7KUzGEIyHl+7SX6Re3IlVT9JgjJpXttCoIgCP8lehgYZyH21ipmzlnF0efphyyygs0ZMawuuT65ZbySp39PYkDP4fzpqSbk5CyG9J/I9idJ3TrKvdi/ZjnTh87iepTue9OnCvbAU1mYqrpVZLpkBWg2aih1c3/KCSgJuv8Yed7K2JgAKPC9/YzEApUpkrRbjSQRc2UxM5fs42HU5+hx6QOfl/CfIpLDBUEQvrCvlhxOAgoFGJsafftfxdE3mNLzGK13LqRGJvLQASLODqT1tobs3dEZ60+JiT4bFXK5BhOzD3yOqlAe3HhJ7hpVyCtKp35IIjlcEAThh2aE6XcQNKmjnnJm005UHQfi8MGgSUWkjw9higD+OZlIp8mO3zhoAjDE7ENBE4BhTsrXFUHTz+aD14UgCIIgZJ6GuOBATJrPYX4PWzJIt9JK8GX/0AZUazAF73aLGFpBNNIXvm8icBIEQRA+I33Mi9ejbpk0ugFIi5EtA4495vGNvxhbLxffvLBJED5ABE6CIAjCt2VogkxETMJ/hAicBEEQBEEQMkkEToIgCIIgCJkkAidBEIQfiToS9z2LmDJsJHP3eiLXXf6xVGF4XD7M9pVzWbLv+cd1aCkIPyAROAmCIPwwFNxfPphlITVoWg683F6h+LTOtd9TxREV9QbnLX9yMdrw6yVvq6N5eeswG2cOoUe/tTwWfUUK3wkROAmCIPwgNCGXWLUnnubtalJv8Cr+WtDkX/QOnsS4ADXq26JS56ZyxdyZayn3r8lxWzOTlUc9CAm4i/PDQOI+0IG3Ru7PUz85H1hNEP41ETgJgiD8IOJ9XfCUm2JlljpaUidkXPSkUSWQ3hrKV648U9tSvegHhkL5bMywH7WcFQsm0bN6zkyUcinx/mskEw/6kai7KBPnLggfQwROgiAIPwDV6/OsXn6WN3FurPhfF3oMWMa9GDlPD06nR6vODBj6P7o5dmLKbg9iNKD0Pczsno2oVLE3h66spZe9HWU67iUwVYyhIcrzNiHWtSmZFRICzzG3Qy0aDT/Om1TrJlG94eKsrgzf549Kd9lnF4fHhqH8b6Ebj/dMoE/nrgxeeg+5Jv1zT0UVyMVlY+jt2IC2c2/y8Mh8hrSpS+3mI9jjLbK6hJRE4CQIgvADMMzbmKFDfyGbaVXGbd7Djj9GY/tgLv/79T51Fm9jy5/b2LqyJS/n9GbmxVCyFG7L2KH2GETe5e+z2Rm1fx8rB9pjoae75The3PbHwsGenOGnmT38b2jiRMPqxciaVlFQgj8np3ZlyoPq9Gtq/RWq9kwo3X8m/UploXDnxWzbu5sN4yqiupX+uaeKnQytqT+wF6WjXvLc5QBXDB2ZvnQ4Nr4XOfdMJFcJKYnASRAE4UekCePymv28KdMLpxImAMhsHelTJYYTq8+8L1mSlWfAxK5UKVmFpo1LYK77VFC94aF7LAXsXrF87FnKLdrErwPHM6VHKVJV3KkCOTWpE6P2hWCd6xW7Z09kwrjxGb4mTt/CY4Xuhv6lzJ57MvrKQJ5E5KPDjDmMcCyHdY6s6BvmpmR+7fsF4S3dr4ggCILwI0gM49VrFWb582Dy7k5vTK6ClmhCXhD6tgZKTx/9VKVMycif4+IXz5tjWzjo8oxoKa1ipiSGVhRzKEt2DLAsUZXadepQ5wOv2jXLkONzF0tl9tyTUfjexVtThEpFtGPlKXxu89LAjsqFPjjanvCTEYGTIAjCjyiLFdbZDYh7E0HCu5mJhAfFQLYCZDNKsXa6lK/u8YyqjN6wkan2z9m0/hZRuiu9Y0qJnqvZu7g2vnvPEFmyEa3atM741bwaeTN5LB8kSdp/P/rc1UR4uBKWqxI25gAqQtxcCC9YBztz3XWFn50InARBEH5E+rmoN6glFg93csZXGz6oX19h750sNBzYjAKZKuXREPXEhZBclSmZvTCtJnQgy7H5bHuQUbeaMop2XMKO3yoiD5Kn21Lvs9LTQ19fTfTrSG2ruo8+dznPnV9hZFsOa2OAWLyu+WFW0hbLDArYhJ+TCJwEQRB+AMrn+1i86h8iFG5s/G01t0IhZ8NZbBibi70DezNq4ij+128jhgM2MLeVNSrvAyxZdYXw+AdsnDafIy/SqL9CwYvbPlCwDPmMwbzyaGa1lbO2cwdGLtjNw+hUadZJZBRoPooh9XJloiuBtCmf7mBKv16M2uSJOuQkcwYOYPK2J6SZqm2QjTLVihCxbyAde41k1l9PMcvg3FMdkzKIB4/l5Klko83b0iSSiETIyfnMWnoAr4ziROGnoydJb8s2BUEQhC+hScOGrF67FruSJXUXfR0aJREhsRjnypEs5+dTaVApNRjKUhXbfHPqBCUYyVIGRp967poE5HFgYmYkShh+Yh3btWPCpElUrVbt3TxxPQiCIPzo9GVky/ORgUO69L/LoAnAQDdo4l+cu74RZiJoEtIgrglBEARBEIRMEoGTIAiCIAhCJonASRAEQRAEIZNE4CQIgiAIgpBJInASBEEQBEHIJBE4CYIgCJ9OFUtY1Pv+uQHUkW7sXTSJkSPnsM8zo06QNKjT6wpKEL5TInASBEEQPpEcl6n1qVZ9GBfejsOicGfloKWE1mhGWby476tIp/dwOXen16Viq7U8TavvTUH4TonASRAEQfhEJpTq9StTfxuIvTmAhtBLK9kb35y2NeszcNUO5jZNr/dwY4o6jWTswIZYZ9FZpI7lTbAcURglfI9E4CQIgiB8In0syjrRr3MVchgAxOPr8gSFaTZM046WkjEgR6WO9G1TEnPdJ5HSm7+7VaZa61GsOuFBhEpnuSB8Q3qSJEnPnj7l2rVrFC1aVHe5IAiCkIHoqChUajXtO3TQXfTONx9y5YtQEXh2CTOX7eOu1TTO7W6N+uISJk7dyM0YWxwq5CJ71QksHeeAmc47lb7HWbd8N+duvcLm9xOsbWylswagjuTJ2b/YvOlvTrzITv3uAxjQtzUOuY1010xBFXiBNYu2c+V+NNXnzqH0lbVsO/OIhArDWLWkGzYy3XcIQvrSGnJFT5Ik6c9Nm9iwfgNly5ZN8QZBEAQhY2FhYSjkci5evaK76J0fM3ACUOA+uxFd743ln0MdyKUfzc3R9RgcsYB/tjchjXDovaiLDK7zGwW3n+PXiia6S5PREOt9hT1/bGL74QcYVe9Cv0H96FCzAGnHQBpi7y2iVbu/sGo7iP79OlLyySTaztRnya3tNMnwoAQhpbQCJyRJki6cPy/17dVLEgRBED7OubNnpX59+ujOTqFxgwaS55MnurN/AHLJbVYNqWSb/VKwWpIkKUq6McpeKtfrrBShu6oO5fP1UrNS7aVDb9S6i9IX5yfd/Os3qXf1IpJt1e7S8rtRumtIkiRJoSd6ShWqz5Duxmqnw0/1kirWWSA9jNNdUxAy1qFtW8nF2TnFPN2aZeF7oVYQpUi7LUpqKiKePeC+u7v29eApIfG663wLaqK8H74/rvuevI7TAAnERitF4qcg/MSU/o8IsypFoVQJTulR8ubxTf65doP74XlwqFMb+zzGuisBCl7d8UZTpDJFzLTTvndeYFiyMgXTWl0QPlJmr1jha0kI4NKyQbRt0p2V9zPq/yQZTSjnxjrRvv9oxo8dx/hJy7gcnLJflW9DzqM/ftUe05jBdGvTn61PlaAK5crMdjTvMI7Nd8LSaaosCMKPS0XEixfE5SpH/g8EMxrFK65vm0nv2vY0HHWMuBrTOep2k32LB1G3QBr5TupwnriGkquSLeYAqhDcXcIpUNtOOy0I/9LHB05Kb/ZM7EX3Ll3o1rkbo/58QpzuOiTge2AivTt3oVvnLvQYsoYHCt11vhNxr7i8djw9HRvRsHZdmjv1ZNjkVVwM/AaBhzqUKzO7MvZScSYfOMCMGha6awAq/A+OpI3TTJyjk883xf7XA5y/dJHzpzfQqVCyG4oyhCcXd7J8Ym9a1e/FHr+v1UTFgl8WHNMe0/FltMhjqJ1taI3j8sNs7Z+Fnf36sNo9VveNgiD80OLxdw/BqqwNFmk+hdREPzvHxgkdqG3fkjnXZbRYegHX6zv4rW9tCpmm+SYtuTcur4ywKW+tzYGK9eL6KzNKFrNKp1sEQfg4GVx96ZDZ0mXBMrqbeOHx6BYntx3luW7klBDIpV3X8H/iwu03VZm6fDjlTXXW+R6oAjg6pg2D9xrScfkRzl05xeZf6xJ1ai/Xgr5WcPGe4v4GfttvSO8Fw6iWLe2vuCb0EkvmHeex+3VcX2ei1zilN7smjmHJEQ9iYp/y5GUIiu+ijswI6yZTmNP8DZtm7OXFN4hTBUH4NxIIOL2SVaeDSHyyhd/X3cB9zyLW/BOB4t565qy+SVh6xcmqYDw8lRSuWpg0Hw2xrqwYv57HeXuy/qYbZ/+cSueqSYHQByiD3Hksz4NDUe2WNYkJIIVwat5Mlh/wJJPl+IKQro8PnAD0jTCRZaNi5zqY+x/hwOOUl6LyxREOyxvTprgBGJog+7S9fHFK7wOsORNFhZFjcSxujoGBGdb2TWhcNL2vZwIK+ZfKzYnGfcchAot3o23J9FqYxHJv3Qr8HPtRgkDcfXQj1jTIbOm2cgebV89lRLP8uku/LX1LHLq2IsejHRzzzkQQKAjCd8SI/M2nsOXWS557nWLl8F+o2OV3dt17yfOHh1k6omZS305piHnO3ZgytK6cXXeJlnlVZhw9zKpxbSifI6mkOpNkdqO48PwCQ4prS931czmy6d4jbh5YzJgOJVN1jSAIH+tfhDR6mNt3pXG2N5za7UbMu/lxeB48hX7rNhRNXv2suM+64Z1oXLUSNeo60rF9Bzq170CnVg35pVpbVj6MA8V91g7tQKMqlahRtyVOTerRoEFLuo9YxNGnyXuRVRP1+DAL+rei4S81qV21EpWr1KV192mc8EsAFDxYM4IuDapRtUo92rRL2le71jSuVp0Oyx8SB6hjI4lDIvRFEO9yqQ0L0WPfaabav/8dFOd7nhUDGlO1fHUaN/yFShXq0nPOYTyjNdp9rR5Gp/pVqVqlHq0dm9KwTkNadxnBkiNPkWtA+XgVnWrUplW7DnRq15J6lStTq5ETndq3x6lhDRqOvEx03AuuukSQp2Yl3tZo6VJ6bmPBjapMGtKAMlbxvHz8mm8TbmhQ+LlwfMsypo+awNYnsYS5HWLt9JGMmr4Fl5D0fmamZmJTiwpmvlxyCUZbxqfkxeH5TPptJx6xXyZEFQTh21BF+uATqiDw6gkSO0+mZf70IqvPS9/IDDOjf/G4E4Rk/t2VZGZP55Z5iDi3A5eIpHmx99l70Yr2rQqR4vlvWoGhS2bSVBaOsuJkthw8wL6DB9i3bznt8qhJ1GjXGbZsFs2Mw1FWnMLf585x6I/RlHy0nnE9fudOLNpO146NoXnLqdwpOpwtF65z7bYrzicmUejpTTyjJMCU8sOXML2ZjHBlBSZuS9rXob0s65AHVaL2gWxq14pWNvBqXWfaDV3FueexaAADmYy337GEV3sZ0Wog21Vd2XL9Ljec73LjwAhynBhLu17r8YgzpfyIZcxsbky4sgKTdp3l9LFNjCz1mA2jezLvdizqhEjCs7Zl0a4D7NsykiJRYZi3W8qOgwfZOr448pA41HI/Hr+B3HbpFEer/Dky/zB5Rw6lUs6ClLWGQHcfvlXqmDoumvDn59l/9Co3t85k/iFfDEyiuP73HOaffZ35hG/j/JTMJRH00E8bvKqCuPLHJg5u28jJl4m6awuC8J+VgO++oTSu3JCpz9uzYHgFUfoj/Cf9u8AJE8p0akP+mKvsuhaCBoh02cnt/J1pnD+dYpPk4n24dNWQAUeOMb5CWtVTRljZ1qRp1ZwQ4U94IhB7l9WzjxPuMJmlE5pS2ER7CoZ56jFp3XzaFtId9OgtJT4X/8Fg4GGOTKyACYC5A+P27maiYxECTy1naKNKNO69gJPeb8ORaFxXLeKKojITZveibFIWo2nxdvw6ozFG7qtYdDY4VdWdkZUtNZpVJScR+IcnYpSnNj37NU6zKaxZ2e4MameLoSKESJUMKyvjNP4oGsIuL+WP+O6MbZwbA0MrbItZkODzmKBv0u2APllLNKBRaUM0xkWo2Gk6C+eMYfCQTpQyMiZnbrPMJ2FmsSCXGcQGR2tLnAyL0HXTfv7Y/RdDy6QZQgqC8J9khO3AYzzwus628XXJlembhCB8X1I/oz+SiV1bOtjGc3PnZV4nhHB950OKd6tL7gy+FLGPD7JuyVKW/j6F6av/ITSNPGx1tB+eLuc5uHER6x8Vpu30KdTJBkrf69wOhaJNa2GdoiWqKQWrVMNWt4lG7GMOrV3KssVzmDZ1Fdd1dmaYqzoD15zi1sU/GN/WjoirGxnVtDvrn8RBvD+37oRD4bpUSVF/pk+Oyo0oSgKPrj57X+qjjsbP04UL+zeyZO1DCrWfzuS62TC0rk/vLuXSbAprVLApfTvaIVPGk4ghMkM93VUg1pV1s44SGn2JeYP60b/vSNa6ySHQDZ9vluko5/ktX/RLd6KDg7a1ivL1U4I0BaiUlJSZKfqGyLJAYlzCu1IqkwKVqV+jCGb/+uoUBOH7YoiJLIOHgyD8B/z7R5PMhpadS6O6vZOzbmfZ89KBLjVzZrjhLNmLULpsWUqXLIBpGnECgPzJcbZt3sL2nVdQlGtPX6ekpD691FuWu61gcKtaVClfifptBrLSLVk0kSUHRUqXpWyZUuTXeRKrogJ4FRyHBn3MbBsxePkRLu/pR2GVO1v+dAdJRaJa+3DX3au+niGGgJ5eshOQe3Jiy2a2bdvFVUV52vVrg10my6INjM2RkUh8oqSzRMnT7fO4XGktx3evY9mKFSxbsYrlv7XEKtGXR4HfJssJZRAPPOTksrdNak6sIeLBdYKsHHBIGdFmTK0kLgGMzI1TVu0KgiAIwndINx74BEYUat4Ne/0HrJ22lqBfulDZUnedlGT5KlGvWVOad5nM2iVO5E/jOWtRbSgLNu3m2OkVVHL5jdF/eqIEZPmrUTkHvLzgzOukwiMz+9EsmVIdok1oMnslo+yTRSuyvDjUb0qTFp2ZuGExrd/tTE3w8SG0H/8P77tD0seybAPsrQA9wKQgDmXMwO8WHpEpK+SintzAhyzYVS+irfYDsKjKkEWb2HHyFEsruzB75Ga8MlmVZmCemxxGCYSHxqbID1L5HWXBLmP6j2tMQSsLLCy1r5wl7MnHax68fJ+W/1XFPMUlwIDCFQsmnX8sXlefQbEa2KZV65qexCiCYsDS2koEToIgCMJ37xMDJwmNJPG2bMTQuhHdqhkR+SwLTTuXy3zCn2EOSpTMi/rebJo5bcE3jSo7zMrRqUcJ/Pb+zZ0IDVhWYdjERpjcmc/U9c5pVvOlzZAcJUqSV+PG743astVXBUjIA58T8q7QJoHAK/u4FmtD+67lgGzUGjWYsqp/WLTkLG/7xFSH3mD93CNE2PZhTDPrNPJ5zCjXpQclXu1lx52IVDlQaTItTIX88PphwPsWfppQri5dRZDTFNoWShlWGFraUsxCxauH/ml0QJo2jW5hlg5NpDNLuzWl0/RzBKsBTSQui7vTvP10zgenTPdW+NzmZYI1DjZZtTPi/XF9HINlUWuS0s4yJ84PjzeGFKxQSBuAaaK4vbg7LTrM5ILOPgVBEAThW/uYR5yW0pvdI7oy+exLzo7rwvBtT1Ea5KJOzzrkKNkJpxImEP+Uv0b2Y95tNTzfxMjBK3APdmft2Gkc9IPoy7Pp+7Y7gvYd6DZ6Jz6JgNyNVSMns98Poi8vYPYeb5QYUshpPN1zn2OEY2t6/XoW/bYrObCqC3p7/0cdh1q0bO1Ej9luZKtYjRJWBoCc+6vHMmO/H0Rf4ffe7/fVqfNodvkkAHoY5SxKzpdLaF6+Kk3bdKR9ozo4LYuh0+ptjKmkzUgyKT2EzXtmUP3xVFrUbkanDi2p32AI5/MP58+d46lkIcd9xQh+3ecH0ZdZ9NseXijBsFAbxvbMzflhrWjb/VdO+KlQB19gzvBFuCbCi78mMDF5r+uywtStl48w5xv4KQHFYzYN7cnYIwFE3trGAa9kVXJKb/b9vgLnaAjcPo5Rqx+Tfv+RGiKuzKRHqxZ0mu4KeLKmXzs69V2Eq06H3ZpYX9xcn+Lm5k2kCtDE4nvPlWf33HkRmTxCVRPu4c4bmQ1l879N4NZHZm5AyN6JjJi6losB6R9RcjFPLvBAVYJm1ZKqd6VYXt1z5ambGy+jMh0VC4IgvKe4x+yaRSluV5rypcvTcOJNtLc7FWGPr3Bk20rmL9rPc90aAeVT/uhQhYrlylPBrijle50hUmeVrybdc9DSJMSR8PZX+Wc/bg0JcQmZ+9H/L6U4j/8KSZKkC+fPS3179Uox+u/3KDEmQoqOTz6StkqSh/pLPq9CpBSzP0ZijPTGx1N69MBT8guPl9LfjFqKj3gleT7ykvwilLoL05cYI0VEZbTd95RPN0htSlSTpt6IzNT676iDpD2OZaQOh0J0l3w0VWy4FJ389FSxUnhUJs9XHS/FyBN152rF3JDGV60rzXNXvJ+nCpKO9i0nVex7VHqtSrauKlYKj0lnO4LwnTl39qzUr08f3dkpNG7QQPJ88kR3tvApEgOkcwtGSoMHDJAGDxwqjRwyWBoxeoq04I9z0rOYpDun/I70a40G0nLPeJ03x0t+N45IGwdWkGwb/ym9zOA2E3Gqm1SlywkpQnfBFxJ9d4U0uP8S6W5s0ox0z0GSpPgn0qrGxaSaE29Jb1d/63Mcd/yTFVIz22rSlFu6W//MMjiPT6WK8pZuHVonzRrUReq/+pGU7InzSTq0bSu5ODunmPfxJU7fkKG5FVlTdENugGmO/BQumPPTeyc3NCd3YTvKlLOjQDZZBkVw+sisCmJXpgQFrNJIykqPoTlWFhlt9z2j4j2ZP7ogp8f/yr5HUZnvC+kzMjDLRtbkp2dgRjaLTJ6vvgxz00xmKiUE47JhHL8/qsH0Wc3Ik7y+08CMbOaZ3I4gCD8XQ2saj+qPzZNLPCs5gkXLf2dkBxu8Vg2k4/jzhGVYeiGjQM162CSqyV2lArm/l9tM/BP++m0j58+f5nZmxkmVFaLl+N+Z2qvU+xzbz0hWyJGxc6fRo9SX2HoymT0PpTeHlm3l0Yc6LpS7sW7GCo57hBBw15lHgYovUmqmJ0mSdPHCBXb+/Tdbtm/XXZ5KYEAALi4uurOFz0VS8sbtMhedn5Ol/v/omJkLV4rCZflsDvi/nZGX5hPH0CDvt74ryHmwbhZ/P38bAmajzuiJtMofw52du3CXlaF24zqUzJ7+cerr69PGyUl3tiB8N86fO8ee3bvZvHWr7qJ3mjRsyOq1a7ErWVJ3kfApQo/T45epZF13nfUNLYEQjrSrynjlLK4c60UB5V2mNZpEzq2nGG2n0x9c/EMWNurMw8nX2OGYI+WyZCJPd6fJX904t7slVroLPysVfrsHM86jAmZHNmG0/DobG1mCIoNzyMDXO+6vKPYGY5qtpdHxXbTMprswDSpftjg25A+H3VyYVyXzeddp6NiuHRMmTaJqtWrv5n104HTf3Z2/tn14PUH4HPQNDFi8dInubEH4bojA6etT3JtFk4436X3+JANsDFH5H2BQi+nEjD7Bjn62GGUQdGiCD9C59noanjzN4EKhnF84it8v5WXCnhU4Jiv6/lAAonpzgfmjD1Fq0So6FEz/x9+HaELOMbHvWZr9ORCv7o4cbn2Ck6PskKV5DioCz61k0bbLPIyuyqK9M6ikExWkOO74p2wbOoSD2cawcaEj1h86TFUA51cs5K/LD4mptpidMyqnE3SoeHNhHuMOlmLB6o4U+NB2U/nweaTwnQVO/6kcJ0EQhO+NyHH62tRSwG4nqbitk7T80FFp9/pZ0pCufaRpf7tJkW+TQzPID4q9OV6qXnm8dCsySDo9uZ3Ua/ZGaenvO6Qn8pTrZZQrpPQ7Lk2q5yB1XOEqRX1UQqquKOn2LEepz18+klKKlM73KyOV63NWu8/0zkEdI92bX0cq3XqXFJA8NzRJiuOO85I2964vNRt9TArIIJ8rOXXMPWlhbTup7a4AKY3NS5KklPyPT5Aa2reXVt2N+rh83OQ+cB4pxFyXRv/SVToRrrsgHYk+0uamtlL1Kbf/de7Ufz7HSRAEQfjZKfC944smjy1m8Qo0hlkxj7vP8e07+eeDrXlVBD+8T2zBkvgtGce5CovYMH0gY3/tTslMDnigCjzJ1I4jOBCSn5y+u5gzYTwTxmX8mrn5cZrjiio9tzPvYhFalAjnifsz4nOaE//yUcZDaekref04guz2JbFK3RdOSsYl6LftEqeXt/pwaVMSfWUQHhE5qGinHREiJRWBJyfTZfh+QvPn5NWu2UxK43xTvMZPZ2tayUkZnYfSm0OzxzF65Ejta+IaXPwfsX1K0vTIkYyZvImHaWz2axCBkyAIgvDfoQrF41E0uet3oXvXLnTrP4YFm36jnM8BVu73JuOxFOQ8v+VH/JtjbD3gwvMoKY3gIGOGVsWxL5sDDCwpUa02derU+eCrRtkcqTv4VflxeMERLOvZEHjzKlcuX8dLkw2D1+74ZtQ5n+IVd701FKlUkEzGeh9F4XsXb00RHAqltXVDrIo7UCYHGFjaUaV26nNN9apdkzI5U519xudhaIlt9TrUq19f+6rjgLVFTsrWTpquX5+6tcqTI43Nfg0icBIEQRD+O+Te3A3Qp0jlwrwdN11f3wADPTCQZSGdUby04l9x7xlUGbue9dPseb5hPc5Ruit9gGkJuq/ex8LaPuw/E4ld49a0apPxq1m1vKRsm6wh7NIytusNZu70MYwaM5pRY0YzYmArCql8eBSQfvinjvDgXlhuKhdP6nz4s1IT+cSV8NxVSG/zpiV6sHL/Ymr57OVslB0N0zjflK/mVM2bumV2hudhkJMKTdrg1Lat9uVYk4IWeanUImm6bVucHKvrjFf79XyjwElJqKc73lE6De7jfTm1aDhdmzTAafAmPL5RMZwgCILwfVIGPuBZXD4qFbPQPsASgrm6ehm3jOrQp2UhnQAlJU20J3eCc1G5ZA4KtxlPuyzHWLDlAR89VrqxDe2X7mZ6RTlBsZ/QcUysK+uXvaDFhNbkT1ZqYpS7BEVlb3B/qdM7cTJxvvcIMCpC6XyZaGmnDuXung3svh7wgZK4t+LwdQ0gS5HS5M1g8zKbDizaPZOKsa+Rf8Lp87Hn8Z35JoGTymcn/Zq1xXHYWSLezQzk6Oi+7Mo5lDnjW5JPGU3cl+iA4VMoQ3hycSfLJ/amVf1e7PETPVoLgiB8XRrCbqxg4uRt+KjDuLZ8NEMG/I/enXuzMqgJ8/esolORjMImUHi74KNXkNLWMjCvzKjfnVCs7kKnYQvZ8yD64/r8kRWg2aih1M39cZV9qoCzzB80nO0v4/G6+IDotztVh3B10y6eyBO4vXgyq+6mHTzpGRhjFHOLNdPnsObIB6om5V7sX7Oc6UNncT1TJWt6GBhnIfbWKmbOWcXR5+lvXVawOSOG1SXXx53+Ox91Hpmm5OnfkxjQczh/eqoJOTmLIf0nsv1JRnWfn0D6Fq3q4v2kCxuXSzucg6W3if7xHsulRnZO0v7Xn5yjn4ZESZ5eT9aZFf9c2jmyu9Rv+FRp1pDqkm3hZtJmn3+5TUEQfhiiVd13KL0WaWlQJ8a/ew4ll1Gruq8ig3NQyuWSMp1HZarjjrouTW49UboZk3K99CkluVz56a3lPkJG55FCYoh0/8ptKSiTg1h8Tt9PqzpZARoOHE33arneJczFeN7ATy8H2Yw/4yEl+PB3519oMWAuu276ofionxNJZLZ0W7mDzavnMqJZft2lgiAIwvdIE0+w533c7rnxyDc63ZEY9A1l7xO3NXG89nTH3c0ND98YElOu+vWlcw5GpqYYJX9UpnPc6qinnNm0E1XHgThoh1/NBCNMTY2+SnVUqvNIj2FOytetQhqpUt9EZg7584p7xdW/FjK+R1dmXI8GNCh8LnH4zEtUcc85tnYpy5Zv51awTnWYRoG/yzG2Lf2VMRO24Bkbivuh1cwcOYKZm50JTetbYVSM//29jVEO0Zya2JSaDXoxc/MlvKPTWlkQBEH4IRhYUNw+Lx5//s6smbNZdjCTVUGqYK5vmM/s32ax5LQB5cu+/3H/1X3MOaR53BriggMxaT6H+T1s+e9lEn2/vnrgpElQkKgXw73rzniGawMYjVofYzNDMLSkoG1xihcrRHaZbtsIFYroMJ6f38fxKzfYPmMeh30MMYm8xs45czn3Ou1gyNCqFE2HLGTHP7c5NLM+Btfm0r5aHbpOXMdpjwhEtpIgCMIPRlaC3usPcuT4MY4cP8yWsfapm7ynxagwHVbs5dDRIxw6epjtv1Yl0wU1n9vHnEOax62PefF61C2TRlcIwr/y1QMnfcuSNHKsRu73czC3rUWd0tnA2JoqzVrTqlV97Cx1Ms70LSjRoDGlDTUYF7Gnw4zFzBo7hEGdS2NknItcZh/IUNM3x6Z+X2ZsO8+t80tpk+0+67rVoFabkaw45EZwuqG8IAiCIAiC1lcPnP6VWG+cX+lTulNH7K0MACVvvILQFKhM0XRDcV36mBSoTpcp69l7aAnNEk6zZmwnhv7tzYf6nBUEQRAE4ef2nwqclK/d8YjNTYW3/XdoInh4PRBLBwfyZTZpTBPLi0tb+K1XI2q2mIdX2dGsOnmbPf1tM+z/QxAEQRAE4T8VOMU+dSHQoDAVCppoZ8R48s9zKFbTlqQ56VJFPuHsukl0r12FtrOvoKnzKwduX2P34mG0KJNN1AELgiB8NhriAt04s3Uxcze6EaO7+F9QxYYSnaJ6QE2k2x6WTBzO6Dl78UqzN0sNCXEJH9dPkyCk4z8UOCnwuf2CBGsHbJKy9ZQBrnhEW1LU2jSdE0kg7P5RVo5qS51qXVhxLystF53j1qW/mN2/IcUsPpAXpUMj6c4RBEEQUksk5JErLse28Ndpb+I/V8Qid2Z6vSr8MvQ8b/tzVLivYOiSUKo3Kwue7vim0ZW10nM1bcrVYZpzmlGVIHyUtOONL0j95jwLxizHHXiwbDRzTr7Aa98Mpv7pCbFXWTB6Jkd808g2Uofj4fYGmU15rN8NUCTD3CCEfROGMW3NBQJ136Z8xbEVu/Au2J3VV29z+s9pdPulIKYfddYaIq7MpEerFnSa7gp4sqZfOzr1XYRr2h27CoIg/ORkFGrSDceylp/3IWNSmh7TpjF9kL22tZsmhMsr9xDfoi01Ggxmxc75NEmjJ29ZIUfGzp1Gj1Kp6ybUsW8Iln+uyE74GehJkiRdvHCBnX//zZbt23WXf/c0yljiDcwxFXVtgiB8A+fPnWPP7t1s3rpVd9E7TRo2ZPXatdiVLKm76MehTkBtYMT7sEWB6/QG9Hg4nn8OdSDXuwhKTYJKDyPD1CGVOkGNgVHqwCddirvMrN8L75k32dHCSndppijuL6Jd5z2YNO1F/4G9aSpSN4RkOrZrx4RJk6hardq7eamv3P8YfZkImgRBEL4NDYpnh5nVswt9+v+PTg0b0X/1bSJS15ZBgj+nZ3TFqX1fBndzpJHTHO7KtZ0bPz88kz6dezGoXweaNOrH2tsRqXv6VgVybv7/aGFfnm6HQtCoXnNh5QrOvYnDfVl/unUdyHJXnao4VQDnl4ykZ8v6OM2+m+ZgvqYVJnLSeQcDbV+xpXdVqjQZxOL99wjRrcFIRUXguaWM7uZIo9bzuOl2kLn/a0X92h2YcykA3/MrGNmuAbWbj2CPt+jv5kfynw+cBEEQhG8k6jYL+i1B3ncNm7f+ze7N3QhdM451DxS6a6J4sJF5J7MzZstfbPlrCW1zxKFUQ7TLPAYsltN77Vb+3LGXTd1CWDd2DQ91N2FoTZNRw6lpHI9SAxjmpdGwIdTMZkrVCX+ya/cmxlQy03lPfhoO7ku5mCD0i1vzNstDl4FVaZqPXMbB224cnFyZyIPDqVuhPv1m7eCWX3pBjyHWjQbRu1w0Ps+cOXTdnI7zF9Ld4h7bp0xgW1htJq0YQ9mAcxx/IvI6fiQicBIEQRA+gYbQK6s48NoKk6fH+HvLFnadfYW+5M+t+2GpRmXQy2KKYdhV1m88xyupNMM2z+MX8xCurtrP62wmPDu2nW1bdnDe1wDJ/xb3w3S38Gn0lUF4ROSgop1VsmrEdOibY9NgAHP33MTt3FwaSueYWLskv3Rfjmu07sqAvpIgj0jydZ7J7BFNKZEzO1kNslCkywwmd6lEfsusGBrmpHi+1LlVwn+XCJwEQRCET5BI2MvXJFrZUaqYLUVtbClqV59Rm/5mTuOcqfKETMqNYOOKLhjsHUSDet1ZcMIHZWIYL18nYlWiNLY22m2UqD+G9Tvm0jin7hY+jcL3Lt6aIjgUynQvyaB8w6Ob/3D9hjvheSpRq449edMqrlK84q63hqKVi2iHQ1G85F6QKXYVrJEByiB3PFU2VCn8EfsWvnsicBIEQRA+gSFZ81igHycnZ6W61K339lUL+/ypS1g0miwUbjWNv/+5wOpW0fw1ZhyH35iR20KfOEVOHN69vy51a9ljnXoTn0BN5BNXwnNXoXhW3WW6NCheXWP7jJ7Ur1iPcccUVJ9xgju3DrBwUD3yp9FDsjrcg3thuXGw1faRk/DanQfR+ahiawqoCbv/D8F5f6Gkhe47hf8yETgJgiAIn8CAPPX7UIeLLFl/i7CkbG5l4F2uPorUSe5WE7irF//bG4hkZkvT/t0paZRAArmp17cuXFjExpthSe9REnj3Co8jU6WHf4I4fF0DyFKkNHllusuSqKN5dnY9k9rXpHKLWdyUtWTRRXeu7JxN79qFMuy+RvHcGX9ZMcpZazce89SZQIuylMxhCMh5fu0l+kXtyJVG0CX8d2VwSQhfj4qIZx54R36eOn0AdfQLHj4OJE53QSYog5/h6ZtWhb4gCMJ7Bnkd+X3NEHIe7kO9mo1p06IZncYfwJ9EvPfMZ+W5NyQ+2cLva24RbWzMy7XDGD5+PEOG7iTnkFk4FZCR13EeK4fk4mif2tRp5Eirpu2ZtN8f9PVS7izBnzMrVnI2KBHPzbPZcMOd/YtWcy1Cwb31s1h7MzR1Szz0MDDOQuytVcycs4qjz1Mnese6LmfS+sfk7bmRa+4X2PhrF6okBUIZUxJ0/zHyvJWxMQFQ4Hv7GYkFKlMkqWZOI0nEXFnMzCX7eBgl+or6Ufzn+3H6IWhes7dNIw70u8L+tjl1l34CJY9/r0EbzwXc2dGEbLqLM6Tk6SpHejyczO0/GuouFARBh+jHCUCNPDiEBIvcZDPO4Pe4Sk7IGznGuXKTVbcURi0nJCQBi9zZkGWwiY+XgEIBxqZG36CkQIVcrsHE7FvsW/gcfsh+nIQ0xHtxaF8kdXpXTQqaNMifnWLlqC60ql+LX2o1o9uoNVxOt5mtIAjCxzDALHfejIMmAEMzcuVPI2gCMDAjV97PHTQBGGH6TYImAEPMRND0wxF/zx9QnOd+DsY2oGdVbU+6Ca/2MaL9GK6UGMsfp65wZstA8t9eyoCuc7klio8FQRAEIdNE4PTDiePJ3iPEN+5JZcukOU8vcidan1x2duQ1MSRrCScmTKiKgf8Btt35nOOWC4IgCMKP7ecLnDQKfG8eZsuSXxk9YQuesSG47lvOtOFjWHz4OQqNgpcXNjN/7HCmrLmUeuBgHQmB51gx9wAv4nWXfAYaBf4ux9i29FfGTNiCZ2wo7odWM3PkCGZudiY0dSYkKB6z/4iSxj0r8bb1rWX9pZw4foTfayVFUuhjkscacxKJSxAlToIgCIKQWT9f4IQKZWwE3uf3cuLKNbbOWMjpN8ZkCTzLxsljmDlpChtuK8kqPWb/ktnseZZ+HpDy1RGmdhrLaWUOsmbRXfo5qFBEh/H8/D6OX7nB9hnzOOxjiEnkNXbOmcu516kjJ/nDPRzXNKebvbZfEQAMLChczo7c7zpwUxJ07yFRWSrRotwHOzcRBEEQBCHJzxc46VtQomETyhhJmNhUpevMRUwbMZB+bYqCWo/C3ecwf+pQ+nWvRR4DU7JnTbuT/rjnexjbYQI3y09n5fBy6EeEEhb6oVcYkYqP6HJA34ISDRpT2lCDcRF7OsxYzKyxQxjUuTRGxrnIZaZ7bHIe7DoOjt0orzNkU3IJvgeYu9GfihNm07bg5+mdVxAEQRB+Bj9f4AQg98bF14BSHdtT3lIfiOe1ZzD6xdrgWNYCfTTI/Z4RaVkKu+xpBBaaEK4smsvZYBXBF2bRqV5d6tfJzKsRfTc9Jf0yrDTEeuP8Sp/SnTpib2UAKHnjFYSmQGWK6vbiH+vO7lNZaNW1HOnFTZqoe2wYvZhXjRexok8JMtNbiSAIwn+K4h6zaxaluF1pypcuT8OJN9EOs6si7PEVjmxbyfxF+3mum2KhfMofHapQsVx5KtgVpXyvM0TqrPLVpHsOyWlQv822+GLHnmwfX4Hma+7sE/2UgZMyyB2P2NzYF8uq/QBUYXjcD8eqXBm0wyPF8uzqU6TitSimG5wA6Oei6aItjHAwJ6vDSHbdfsgDj8eZeLlxeHTpjwpWlK+1x1qhmIX2WDURPLweiKWDA/l0mvTGuP7FOVkbOpZJ66BBE3mbVX0Hcqz47+xY2JoCaTUJFgRB+J6pAjm/cBRDBg5kyKBhjBo6hJFjprLwz/M8j3370NWQgA3DjrnxwOMBFxfVRJu8oCYuKorgW1vZfCEaQ93fxbISDDhwB/eHD7i6oibGianTIb6UGNeVDBmwFFf52znpncNbcu5Or0vFVmt5qvxSx66zjy9Mfmc6Dcq2Yp3XZ9qZOpqXtw6zceYQevRby+NP6RE6DT9l4BT71IWALEWoUDBpMCT5U5x99SlcJWmgxnh/XNxjsK5eCot0PiF9qyqM2PY3g/Q20Hfo3zzT/eXymcQ+dSHQoPD7Y43x5J/nUKymLSmHcorGdcclTNp1olQaYzwp/U7yW4/xuNZZw975juQ3AnXIFVavvknE9x/gC4IgaBla03hUf2yeXOJZyREsWv47IzvY4LVqIB3Hnycsw/uZjAI162GTqCZ3lQrk1g2cvpX4J/z120bOnz/N7Q+1SHrHmKJOIxk7sCHWXyTHlq+0j/eMbdoyfPwgGubPeGdK7wOs2PoQhe6CFOS4rZnJyqMehATcxflhIHEZXhuZl05Y8CNT4HP7BYnWlbBJCt+VfvfwUuTBvoQl+oAm2gsXP4k8trkyLB3St6jIwD/3MtupLDkz/jt/Iu2xJlg7vD/WAFc8oi0pam2a8o8XdZu/L5rRvmNJnYBKTcSdNfyv9URcS/ejc8koXM+f5dyZs5zas5EdF14SJ6V4gyAIwvct1of7wSYUL58PmSwHxX5pQ+tiEOP35sP3s/hXuD5VY1OjqPaH8jenwu/wUq5WHELtrG9w981ssYgBOSp1pG+bkph/sSf519jHewY5HOjwv9bYfWBnia+vcfic7wfSXsywH7WcFQsm0bN6TnQzgv+NjI/uR6QOx8MtGJNi5cgnA9AQ5XmHQCMb7AtrQw4JA8zN1LjMGsyExQcyLE3SN7OjebtKZPucf5W31OF4uL1BZlMe67ct4vRlmBuEsG/CMKatufCuu4RI57+4atWZdsV1Q71obixainOEAq99sxg9eDBDk15jljq/G5hTEAThv0Lx6h4+KmscimqzOVX+Vzn+3BiH9r+Q+wP3Yk20F3dD8lGrZFZICOT8nI7UrT+CE28+7maoenOBOV2HcsDvIxr8pEETcomVOy0ZOKwJlXPH4/349QcCAlD6Hmf56G40r1aLYec/lMmk5OmW/9GkxXhOBmb+WDO7j8/yOSh9ObF0DD2aVKfu4POfKTfry/n5AieDAvQ88YIHfzRC26uRPrk77MfT6y+aJw3qZpC7NX/ee4z7zb0sntCB4u+a8X9lBgXoeeIlj7c2QdsHOMhKDuewx0PcL27j9+GNsDYCiMB5+zVydHHCNtWxZsNx/0ue+6TzOtEd6w/caARBEL4fGiKfuhOsZ4r8/in2bJjNyIknsZ64mz/62PKh1M04bxf8LRyomCucMzNHsIPGtGlUnWLptKBOS4L/CaZ1mcTD6v1pkv/f1PdF47p+NWGdR1Inb17sisgIdvf94ODsssKtGDPrfxSO18M6l+6P5TRo1GhUGj5UGJdcZvbx2T4HWWEcx/1Gv8Lx6OXPuKbne/DzBU6ZZWiK+ecfNOmz0JeZY5r8Gg27wd83c9PVyea7v+AEQRD+HQW+d3zR5LHFLF6BxjAr5nH3Ob59J/8EfCg/SEXww/vEFiyJ35JxnKuwiA3TBzL21+6UzGS9nSrwJFM7juBASH5y+u5izoTxTBiX8Wvm5sdp5uMoPbcz72IRWpQI54n7M+JzmhP/8hFBGdRyvJUQ+gzfxDyUtv7QXV9Gif7buHBuGY7WHxfcZLSPz/k5AJAQynOfRHKXyZ/qOab0PsDvY0cyeqT2NWWNMwGPtzItaXr0yFH8uulB+tv+zL7PyOCnJMdtTBWKFSlKsaLNWJ9Bx5u6wm78hUu+bjja6F5umRd7cyI1ixSlWJGStFj2nEx8bwVBEL4+VSgej6LJXb8L3bt2oVv/MSzY9BvlfA6wcr/3B6q55Dy/5Uf8m2NsPeDC8yjpo3NfDK2KY182BxhYUqJaberUqfPBV42yOUgVsqj8OLzgCJb1bAi8eZUrl6/jpcmGwWt3MpPmpPR/RJhVKQp9IB/o38hoH5/tc3gr3p9H4VaUKmyWKjAxtCxGtTr1qVdf+6rlYE3WHOWolTRdr349apbLmf62PzdJkqQL589LfXv1kgRBEISPc+7sWalfnz66s1No3KCB5Pnkie5s4VNEXpAGlykudT0cLKnfzgs9IfUuXkRqsuaZpJQkSZLfkX6t0UBa7hmf4q1S3ANpwS8lpa4HAiSfHR2kUhXHSlcjU67yVsSpblKVLiekCN0FkiRJcd7SgWG1pJp9tklect2FmaGWQs+Olpr12Sf5J76fq3y6VmpiW1ta/DA+/XOQJEmSEiXfLc2lsq33SkHvPoT3Mjz2TMt4H5L0OT6H9xJ9t0gtS7aR9qW7s/diro+U6nQ5LoXrLkhTouTzRzOpROWp0p1Y3WUf1qFtW8nF2TnFPN3AThAEQRC+W8rABzyLy0elt33bJQRzdfUybhnVoU/LQhnmOGmiPbkTnIvKJXNQuM142mU5xoItD3jXdVJmGdvQfulupleUExT7cUnlAMS6sn7ZC1pMaE3y1CCj3CUoKnuD+8vUXV2mFI+/ewhWZW3S7TLnPTVhd/awaed1AjMujtORiX38288hmXi/+4RalcEm3Z19P77/IxQEQRAENITdWMHEydvwUYdxbflohgz4H70792ZlUBPm71lFpyIZhU2g8HbBR6+gNmfHvDKjfndCsboLnYYtZM+DaD6qmx9ZAZqNGkrdDzXj06EKOMv8QcPZ/jIer4sPiH67U3UIVzft4ok8gduLJ7PqbgbBkyoYD08lhasWzkSXCnK89q1lxa9DmX0tSndh+jK7j0/8HFJSEfLYE2WRahTOcGcfR/l0B1P69WLUJk/UISeZM3AAk7c9+WDy/QdJoqpO+AJU8khJrtKdm55EKfzpfcndzU37uu8lBcfprvM9UEmRzx+8P073J1KQQi1JklKKiYp/X23wH5H4cJl0b9YhSZFUVaA7/cNSekk+MyZIr14q057+SKKq7juUYTVXSurEeCmtS/7zVHf9CxmdQ/hZaVCNLtJe/7RvsqmPPUq6MaGNNPlGTIr1MvSBfXxe4dLZ/jWl7nv8pczsLTHEXbp6O0hbLfuFiao64YtLCLjIikFtaN59BQ8yW/6tCeXcWCfa9x/N+LHjGD9pGZeDP9Q65luQ8+iPX7XHOGYw3dr0Z+tTJahCuTKzHc07jGPznTD+XYH11xJNxNZVhEj5yWKY1vQPzCgXxmEHeXb0mfZvpTst/Bg08QR73sftnhuPfKPT/dvqG8reJxVr4njt6Y67mxsevjEkplz169M5B2WkDz6hCgKvniCx82Ra5k9WypPesaujeXp6E7tUHelfKeWgLWlRZbSPz00ViY9PKIqAq5xSdWKiY/5MJesb5qxAnSp5M6yW/ZJ+usBJ6b2byT270L1zF7p1HcGWJ2kU2iX4cmhiT7p17kK3Lt0Yvvr+V2vm+NHiXnF57Xh6OjaiYe26NHfqybDJq7iY6W77Px916GVmdxnDleJT2HtgJtUtdNcAVP4cGulI+xnOxKRYYIr9rwc4f+ki509voFOh918JZYgHl3YuY0rvFjTquRv/f9HP2r9jwS8LjmmP8fgyWuRJut0aWuO4/DBb+2dhZ78+rHbPoIj9exFzl1dXTbBuW1b70NCdBqSoazwZ043bQ7pzZ2hPXCdO4Mn2M8QqPqpC4/uR8AK/GRMICDQje8faJB4/TGwCQDadaeE/z8CC4vZ58fjzd2bNnM2ygx9qbZdEFcz1DfOZ/dsslpw2oHzZXF+vpZauVOfgyfN9Q2lcuSFTn7dnwfAKKQdzT+fYNXFvCDJuwaxF3bH9YMPrBHwz2sdnluCzjxH1q9Bk8nPaLhxO+S+5s89J+gmr6tQhJ6R+FcpK5QsXkerOuy8pdJYrX26WOlarJ9kXLiI1WPJYSqOg9PuQ6C8dGVRRKlF7knT0aYykUsVKAbf/kLqXqynNvPsvmzh8NLl0b04tya7eUumR7gf6jloKPTtCqlK4iGTbYJXk9faDVQdJexzLSB0OheisL0nxz3ZIY7r1kUZO/U0aXq2IZNv0T8knrXL1ry3mhjS+al1pnnuyk1VHStcnVJFKtfpT8v4aZcj/QsLVXtKpWtOkiKTD152WJElKdJsgXWw5R3rz8L4U+eieFH7ruPTitybSudazpfBPaJ3yzUUclm5UbCb5h0mSFH1Rcq1WQfJ4e7HqTn8EUVUnfD2JkiI+M5VZ/8bX2Md7iYr4TFXPfSuiqi6JfhYTjLPZ07FOVvyP7McjRZWSkpdHDhLbuA3FDCCLiQy95Iu/I0rvA6w5E0WFkWNxLG6OgYEZ1vZNaFw0nZ8VCQrkyi9UWhDtxq6DgRTr1g67NAYZhqSWJMv9cPyfHQRkrq8SWbHuLNu5lZVzR9I0v+7S74y+JQ5dW5Hj0Q6OeWfq9+03Ekn43stkad2BrCZpTQNoUL14jFSqFtnKlseyjD3ZqjtSdNoWSlrt5dmtiBRbBA2ajEZjVyd8VK/FuiS1KuX7NSrUGexOUqXen/q1OwqL6mQ1A7JWpmAtBQEnPLVVOLrTgvBdMsRElpnKrH/ja+zjPUMTWaaq574nP2XgBICeORW7Nibbm5PscYt+Pz/uCYdOGtDKySZF/ani/lpGdWxITYeqNGzZjk7tO9CpfXucGlTnl7YreBQHivtrGNG+ATUcqtKwZSua161L45ZdGLXoCE/lyQIWdRQeh+czyLE+dWrUpKaDPdXrtKTXtOP4JwCK+6wb3onGVStRo64jHdt30O6vVUN+qdaWlQ+1EYc6NpI4JEJfBL3vsNKwED32nWaq/dumCXH4nl/O4EaVsa/WgKY1K1KpTnfmHn5CjEa7r7VDO9CoSiVq1G2JU5N6NGjQku4jFnH0qRwNSjxWtad2rRZ0bN+Bji1rU61SDZq1aU+ndq1pUr0+oy9FE/fiCi4RealROU86RdtKvLbO42bVyQxsUAar+Jd4vP5WwYUGhe8tjvy5hGkjJ7D1SSyhrvtZMWUE4xYe5rlCg+LFBbbMHcfIiWu5/BHVniY2tahg5ssll2C+WY3ih0TewvdWdgq0stPesHSnAYhDfv8NRhWKpvx7GpiSxUwPjSrpelaHELq+J/80rc4/rStxwWkofj5vr0Y1ypvzuNWoHBcbVORs5TI4b3IlMemtCRf/x/XZt5J9ThriDnXixnJ3VKiJO9yVm/PX8ahPHa60aI3XfTlS+DW8+lfkdKUyXK5fkvOdJvH69dstqFE6L+VO2ypcaVObS/Xq4nbI+10gpH7piqpoJYxlABZYdWyM5vR+ouPSmhYEQUjbzxs4AWYOXWieJ4LzO1x4+/s51n0Pl6w60LJQyse/aYVhLJrZFFm4kvJTtrHv4AH2HTzI7hXtya1KQAOYVhjOklnNMA5XUn7KTk6fP8rG0aV5vG4MfebcJhZAFcCJMU1oPeU2RYdv4+yNm9y8d4ejkwvz7MYTorQbYuiSmTSVhaOsOJktBw9o97dvOe3yqN89eEztWtHKBl6t60y7oas49zwWDWAgk2Gk7eCEV3uH4TRgK4ndtvKPqzPXXZ3ZOyIHp8Y40WedB3GmFRi2bBbNjMNRVpzC3+fOceiP0ZR8tJ5xPX7nTqyahMgIzNsuYcfBA/wxoijRYeY4Ld3NvkPbGVs8ltB4NYpXjwgmN3ZpdM0PoPI7zMLD+Rg+rDI5C5YlHwHcf/ntMsfUyhginl9g/7ErXN8yk0Un32CcJYBz6yczftokfl1/B2VWicf7lvD7rueZy48AMM5PyVwSQQ/9vtve15V3thKWvQvWSQMb6k4DoIkk1lNN1uI5UpS4agLO8MrLlnzlLAEFURu78eBxQyoecqbe6dvU7BvLs5n7UKhB/WguN0a5Yb3RhYZXPWh6bgWyrb3wehQHxBPn5oFUOF+ym5ACxR1vKJIXA+KQu9wj6m4AOWadof7ZU5QsJydwYh9e22+lsasXjf65R9U6/3B/9gUSAJXHcu7McCf3wsvUO+lC/Z1DUa8fi3+AWru/Rz5kqVLiXSCYpWx38iQex99Lex3qTguCIKTlpw6c9IzL0rFNfmKv7OBGsAaI5Pau2+Tv0iRFp2TpUfpc5JrBIA4en0j5tKqnjKywqdmUqrkgwj+cRCD2zirmHAvHYcpyxjYrjIk+gCF56k1h9YL2JMuJTineh0tXDRlw5BjjKyTtzNyBcXt3M9GxCIGnljO0USUa917ASe+kG3/0XdYsvExc5Un81qscWfUBTCnWfjq/Njbi/uoFnA/Wrbozwsq2Jk2r5oQIf8ITjchdqyd9mhRKNX4QmFGm+xDa2hoiD41CJbPC0jiNS0oTypWlm4jvMY5GuQ0wtCqGrUUCvo+DMh+QfFb6ZC3RkCZljZBMbKnabQYLZgxnwIA2FEUDRboze+EUhvTvRq08BphkN898UXIWC3KZQWxw9Hda4hRK2J5byNo7YZ4lrekkcb5EvjHCKPohEe53iXC9TNCuGdz53yoMhy2jQH5DpKBjeB4pTOnZvbAw0weMMG3Ql2zB54iODsB/1lZMZ6+jkK229FMvey1sutkS7xeDhBy5hxIz2+zvb0LqcKKf62NZ1AI9dTgxz83JP3kS+d527KKKQP7KmOw1S2CYdC1bdFtD+S7F0VcHELRsLyaTllOohDl6gH7+ZhS2f02wZ7S2BO2BEosyed7vz6wCBRqqeX30ofZvpTst/Asa4gLdOLN1MXM3uuk0BPl3VLGhRKcoBFYT6baHJROHM3rOXrwy25oXAAX3fvuFYkXtKFe6DPb1JnErRdsODQlx2h/GoOTpxo5UK1eeimXsKFa6N2cjk6/7hSnuMbtmUYrblaZ86fI0nHhT+2Nch0b99p7+jY/3B5bGU+5nYkKJdh2xib/JrstBJARfY/eD4nSpmzuDB2UsHgfWsWzJYuZO+ZU110LSuMmqifbz5Pb5A/yxcB2PCrXn16l1yYaSVzdcCMOGxrWsUzalNC1I5Wq2ScHNe7GPD7JuyVKW/j6F6av/IVRnZ4a5qjNwzSluXfyD8W3tiLi6kVFNu7P+SRxKv5u4hkOhulV52wAMAP0cVGpkA8qH/PPs/a9rdbQfni7nObhxEesfFabt9CnUyWaIdYO+dC6XVjNWIwo260d7OxkJcQlgKCP5s/etWNd1/H40hOiLcxnatx/9R67hvhwC3V6m+cX/OuQ8d/bBoHQH2lawRB+ID/IiWL8YrVuXJas+aGL9eBZpSamS2dOpfkyDviGyLJAYl/B95srEvSTMS0a2SgW0X37d6SRSlCfRcg0xJ7fw8q+NvNg0A/dVPuTfcBH7djYYAAn39xEe/hyfKd24PaiL9jV2AaGhcUhRt/F/XpZC1XIlK7EywXLEMSq3zI2e0p+o15ZYFUrW253iBZER1lgVNNX+P9qGnLbJmmYa2VJwoiNRo+rhPGs5Ae7BaLJXIl8dWwyj7hLgGoJ813DuvD2WQQPwuhWszYVSBhAVkJ3stsmvYzPMa5ZAddsVpTqtaeHTJRLyyBWXY1v467Q38bq/zz6V3Jnp9arwy9DzvO3KUeG+gqFLQqnerCx4uuMrz+CPF32P1YMGssz1fXQlJYDNiGPc9XiM25WF1Eh2iSg9V9OmXB2mOcu1g+UO2o/Lwwe431hBDeMv+x2PcV3JkAFLeX+oGhKwYdgxNx54PODiopro3pXld6bToGwr1nkpv/rx/kx+8sAJZDaOdCqj4s7Os7if3cVLh27UyJnRx5KF7EVLU7ZsGUoWSD0YoZYcr2Nb2bplK7uvKCjXoR9tSmrbWerp6aaay3FfPhCnWg44ONSh3cAVuCf7xZQlexFKly1L6ZIFMNV5qyoqgFfBcWjQx8y2EYOXH+Hynn4UVrmz5U93NGoVasAgi+5R6qOfxQDQI/nhyJ8cZ9vmLWzfeQVFufb0dSqZyaaoBhhnlUFiHKmygZRe/D33IvbrTrFj3QqWrVjBspUrme5oRaJv5kYB/yKUQTzwkJPLoVhSsKoi7LE74dnKUjqnNkySP/uHZxTnl2If0ZWtWklcAhiZG2c+2PqaTOzIW01D6Lmn2puo7nQS1StXEoqPocKyP3BY9geVVq2isJUn0bEkBUIJJPqFY9JxJmWmznv/mraemofXk1PPH6VxSUzSKokFkL8gKqEYWbO9/5SkKC9is1TA3BQ0EU+INSqPWYoL0BCTRgv55fQebEspCJpeh+tTD6BIAE2UDwnWvSiV/FimLsB+xxXsa1tC3DMiVeWwsEr+kyiCyJOPkDWrh7FBWtPCp5NRqEk3HMtqf5R8Nial6TFtGtMH2WuDBk0Il1fuIb5FW2o0GMyKnfNpkm4P1ko8t//GprPnOesclPpelQZZIUfGzp1Gj1LpXcifQkmI/wd68I5/wl+/beT8+dPc/ogcS2ObtgwfP4iG+dP6CSt8Lp/1mv5PMipMs6726D9Yzcy1r6nZtTKWuuukICNvpXo0adaCTpPXs9CpQBqdcFlQZdhC1u8+yfEVlXGZOYLNntpfAPmrVyY7L7h463VSSZUZFccsY1I1iDZpym8rR1Mx2cNClq8S9Zo1pXmXyaxd4kT+dztTE3x8CO3H/8P71HZ9LMs2wN4K0AOTgg6UMgO/W4+JTPGLL4on130gix3Viry/IVhUG8qCTbs5dnoFlVx+Y/SfnpmsSjPALFdOjBLCCUsxXpEK/yPz2G0ykDGNC2JlaYGFpQUWljkpbp8PXrvj862KnGKe4uJvSJGKBdF+AnKe3XqFfuGqFDEFUOLv7E6MdXVKWX7E1yQxiqAYsLS2+j4DJyzI1rEpmjO7iUpKik45DaAm8ZkXeiWLJ1WJAbIyFHQyJmjn3aSO9QwxyGYGiVkxKWyDWfJXgdwYyswxUEXyrtYAIM4Dvx2ntYFOxAuUxkWRJav/Vb28S0LeipiYgNr3Hon5KiQlcqNN/Pa6TXS4Gj0zW3J1+pXKBw+T9+5sXnrFoWecAwMpAUNrnWMpXBiZiT5YtKDKydXkzPp+f0Q688olGwWaFUtKkteZFj6OOrMlGmoS3jYu0KFO+MAW9C0o4/Q/OlXJqf0bxfty20OOaTazD/7NVH6HWHalIoPrZOWNm0/mht0wtaVxZ0dKf8w9ID3K19zZNYd+9SrRaoG77tJkVPgdXsrVikOonfUN7plpfpzEIIcDHf7XGjvzz3C8Qrp+0k9Xg0aSkporG5KvcQ+qGkXyLEszOpXLXBkLgGGOEtjlVeM2uzHtN/umUWUHZuU7072EH/v/uk2EBiyqjGBCIxPuzp/ERue0qvnSYZiDEiXzor43m2ZOW/BVAUjIA58T8i66SSDwyj6uxdrQvms5yFabkYPLobq6kOVnA5J+YakJu7GO+UcisOkzjqbWadxuzMrRqUcJ/Pb+zZ2ItG9wukyLVMSa1zwKeF+EpAm9wvJVr2kzpR0pc+0NsbItjoXKj4f+mb0paFI1L09JQ6TzYno26cDMc8HaG7gmEpfF3Wnefjrng1PekBW+d3iZmB8Hm6TC7nh/3DwV5HYojqU+oInGy9kPKY8tOVMnd6Uvzg+PN4YUrFAoKSD7/hiW60ke1VH8k/rh0J0GOfL7YRhXKJzsYWSEmWMfjK9vICRMA+gjq9KaLFfX8yYw6SpWhxK2YymBfgnoZa9BvmwX8b0dmvR3iyVyU38eX1NhYAR6ZvnIEvsEeaz2+pJi3PBZcwbKFsMQFUqv5+iXtkkWfMYTu707Lhvd331nNKH3iYzJg3kOI/Ry1cTa6jwvLvkn5aOoUd75g2enfLTTajXIjFMkuifc+YuwHF3IlzS+me60kBkaFM8OM6tnF/r0/x+dGjai/+rbRKQV/yT4c3pGV5za92VwN0caOc3hrhzQKHh+eCZ9OvdiUL8ONGnUj7W3I1IHYapAzs3/Hy3sy9PtUAga1WsurFzBuTdxuC/rT7euA1merAouBU0Il5btwnLwUBpXyUW892PeZPSrUBXA+SUj6dmyPk6z7378IMDJJIS4cWjBQJpWbsCEUyoazDvL1TV1dVd7RxNyiZU7LRk4rAmVc8fj/fj1h3/AKn05sXQMPZpUp+7g84hUpi/rpwuclN47GdV1IudfnmFil6Fsf6rEIFcdutfJiV2nthQ3AeXT7YzuN5c7ani+aTjDVrgR4r6G8dMO4Ec0V2f1TuqOoAOd2ndh3E4fEgG52wpGT96PH9FcmT+Lvd5KMCxE6wk9yHVuGG1a9WD6GX3arDrMiq767O9Xi6q1mtO2TVd+d8tGhWp2WBoAcnfWjp3GQT+Ivjybvu/21YFuo3fikwigh1HOouR8uYTm5avStE1H2jeqg9OyGDqt3saYSuaACaWGbmHnzBp4TGlG/abt6dyyLo0Gn8V6+Bb+mlCZrHI3Vo2czH4/iL68gNl7vFFiSCGn8XTPfY4Rjq3p9etx/FVqQi7MZtTiuyTygh0Tx6fodV1WuB5184XhfP0VSkDxaAMjeozmaEAEzlv38zRZlZzSey9zl98imgD+HjuCNe4ZBE+aCK7O6IpT8w7MdAU8VzGgbQf+t+iuTn6UBrmvG/ee3uO+d6T24aqJxfeeK8/uufMiMnmIqib8sRvBJsUol9QKUBP9hDuBWbBxKKwNeCQJA3NT1M6zGDp2MQefffDWBUDMkws8UJWgWbWc3++Xy6wCBRtLBB28/y4pOsW0KoyYl4ZYFNEmWb+lb92SIiXceXnBHwnQL9ybCkONeNauPFd7tOJau3Z4eRfGMo8RGJWk6JKhxE+051LbZvzT0J677u2ourglMkAvd3NKNPflfota3OjjyI1h61AYZMe8bEEMiEV+PwqTMsmHXzAj+9hNFHzUj6ttmnOjTRnOtlqJ0YQNFLA2AEMbCs0bj/66+lxs04qbHevjvOoppmXyoY+C8DnluTT/drIfKiGE7XXG2KkVZlnSmhYyJeo2C/otQd53DZu3/s3uzd0IXTOOdQ9St0xUPNjIvJPZGbPlL7b8tYS2OeJQqiHaZR4DFsvpvXYrf+7Yy6ZuIawbu4aHupswtKbJqOHUNI5HqQEM89Jo2BBqZjOl6oQ/2bV7E2Mqpf3DN+buetaFdWZ43bzkKVkU2Rt3fDK47WCYn4aD+1IuJgj94tYka2+aSSrCHh5j+dAWVK89jANR1fn1pCuXdsyiR838aTS0eSsa1/WrCes8kjp582JXREawu++HS8dkhXEc9xv9Csejlz9XBtsXPgvpJ+w5/NtIlGIioqT45CPBquRSqL+P9CrkXwwQmxgjvfHxlB498JT8wjPYjjpeinj1RHrs5SdFfESv1okxEVJ0ioNOj1J6tsFRKlV1snQzMjPrJ5NBz+EfRyXFhkelHPhRFSuFR33ECaeQKMlj0vlM0+o5XBUkHe1bTqrY96j0+nvuCleSpETXsdLZKoOkkKQewHWnP4ZGGS4p/IOlxLQ+KFWUpHjuKckj0+5/XxXhJyki4iWN7oIMaGL9pRifN5Iqrf2p4yVlgK8Ur9BZqFZKmmSzNCGHpFuVf5Gev9B2Q687/TF+3p7D1VLIka5SqWItpBnrN0tbN2+Wtm6YKbUtXkRqufWVlCjJpbvTqkkl2+yXgtWSpHCfJ9UrXEbqvPCs5Pv2a6MOlo51KSGVbDFN2rhZu41NM9pIpQo3l7a9SuNvIb8nzaleXGq3P1j7vYy6Lo2tWFrqeyaDoXjjnkhrWtWVRu5xltzc3KS7RydJNYvWk5Y9jpckSS7dnVJTarzUM/UIEaEnpd5la0qzXNMYhSHilNTDvot0Mo3dql6flWa1KS/Zlm0ljV93XnoeldaFmrb4J6skpzrDpX3O9yR3tzvS8YnVpOJ1l0oecR8Y9FeSJEn5XNrYqLTU8WDSZ5NcBscrZEz0HP5NGWJuZYEs+SduYEqO/IUpmFP26aUThubkLmxHmXJ2FMiWwXb0ZVgVLEnpEgWw+oiaCENzK7KmOOj0GFGs50JGFTzFxKl7eByVqqD9KzDALJtFypwzAzOyWXzECadgiKl5Bp9pcgnBuGwYx++PajB9VjPypFED+j0xLNWFfEZneeWuzZDTnf4YekbZMMmf630+VHIGFpjY2mFqmfZvYAOrAphYfVzv/Hpm+TEvnBuDtPanL8PIupA2rynFfCP03s3SoLy1nUjrbuQpaJjGtJA5iYS9fE2ilR2litlS1MaWonb1GbXpb+Y0zpkqx8+k3Ag2ruiCwd5BNKjXnQUnfFAmhvHydSJWJUpja6PdRon6Y1i/Yy6Nkxpp/Dsq/A4v4KhlPYoG3uLq5Stc91JjZfCa+766RVopKXzv4q0pgkPylp+ZoGdeFIdaNSiu94K7N65x61Hgh6vaAFR+HF5wBMt6NgTevMqVy9fx0mTD4HXmRlkg3p9H4VaUKpxeoyXhcxGfr/D5mJZmwPYDTLK5zfz//crVDzQcSUmO25gqFCtSlGJFm7E+k1VjX1cEp7vZaY+xbHcOv0mq+FG94sDYoWx4VZtFh1bRruCnBmpfkUlZCjQ34c2+O9pkb93pH5kmmNC97pi2a46pYRrTQiYZkjWPBfpxcnJWqkvdem9ftbDPnzrDT6PJQuFW0/j7nwusbhXNX2PGcfiNGbkt9IlT5MTh3fvrUreWPdapN/HRNKGXWLFFn4HzpzF6zGhGjRnNqFGDcCyswvdhRgGNmsgnroTnrkLx5A0KMkHfrDiO4zdw+u4llrSS8c+0FlSr14e5u1xIf7AEDWGXlrFdbzBzp4/RHueY0YwY2IpCKh8eBaT7xndUkS94ochF2fwfX7EofBwROAmflb5ZcRzHrWDHgQXUzbh54nv6eel8/CXPfZJeL88wpHjaJRTfVjaa7/J6f5w+15lSwQQMC9FhzQG2LhxMvQLf43GnxQTLXosoUcUgacw33ekfmDoBw8YzKNOykPYGqDstZJIBeer3oQ4XWbL+FmFJ140y8C5XH0XqJHerCdzVi//tDUQys6Vp/+6UNEoggdzU61sXLixi482wpPcoCbx7hceR//ZCjOXeuuW8cBxPqwLJImKjXJQoKuON24sM+pGLw9c1gCxFSpP3U7/SRrmp1Hkqmy7d4dSCxmjOTKRJ5YYMmrcP12CdLgZiXVm/7AUtJrRO0fmyUe4SFJW9wf1l+kf6VrzffUKtymBjIa7iL018woLwk9Iv6Ihtj/d9FulO/7CyFCJv737kyJl0orrTQqYZ5HXk9zVDyHm4D/VqNqZNi2Z0Gn8AfxLx3jOflefekPhkC7+vuUW0sTEv1w5j+PjxDBm6k5xDZuFUQEZex3msHJKLo31qU6eRI62atmfSfn/Q16nATfDnzIqVnA1KxHPzbDbccGf/otVci1Bwb/0s1t4MfR+sqQI4N3cwI7e+JN7zIg+j3rYOVhNyeRO7n8hJcFnC1BV3iU2zua4eBsZZiL21iplzVnH0+YdLfNInw7p6d6b/dRmXU7OoKT/CzOmX3i1VBZxl/qDhbH8Zj9fFB0S/O9QQrm7axRN5ArcXT2bV3YyCJxUhjz1RFqnG2472hS9IEsnhgiAIn+znTQ5PTiXFvgmSwuNSpSWnlBgrBfu/kaLTaq+hipWCg8JTNqD54jJIDpeUklyuTJ1oLX2jZOsMk8PDpbP9a0rd9/hLabZL+RbH+4MQyeGCIAjCF2CAWe68ZEtrrMrkDM3IlT83WdNKAzQwI1febCkb0HwVGuLeePHgnhtuD32JeVdsZYSpqVGyahkNca89ue/mhvtjX2Iy3QnfZ6SJJ9jzPm733HjkG41aFYmPTyiKgKucUnViomPyLjy+g+P9QX31S1T4OagVUSgynaKgIuLZA+67u2tfD54S8q2GYvleqKN48TDp83B354Hna+I0AAnERiuTOnn8d1SPluM2+zBxb3PcdaZ/WAlP8Z05ET+fpDwT3WnhJ2JA1uL25PP4k7kzZ/L70kOkXyunIvifjSz4bRazF53BoHw5cn3NxgQGFhS3z4vHn78za+Zslh30JtZnHyPqV6HJ5Oe0XTic8im6sfrGx/sjk0RVnfAZKf0vSMsHtpYaO/0m3YrSXZoOdZC0x7GoZFuprtSofgOpUbNB0l7ftMryfyKR16Spjg2kRvUbSA2r2km2v/wu3VdIkpQYIB0f3UJq0n6s9Oft0LSL5TMlSgoeW0Q6+5uLpO0tR3f6RxYuvR5mI11c8Sjp89Od/jiiqk74lhIV8Z903QqZI6rqAKX3bib37EL3zl3o1nVEit6v30nw5dDEnnTr3IVuXboxfPV9Mu7x4xuKe8XltePp6diIhrXr0typJ8Mmr+LiRwwM+bmoQy8zu8sYrhSfwt4DM6mebGD7d1T+HBrpSPsZzsSkWGCK/a8HOH/pIudPb6BTobTK8r8+ZYgHl3YuY0rvFjTquRv/r1UaY1mLuccvcv7SRY4sb/m+XyhDaxyXH2Zr/yzs7NeH1e4ZJYxmIOYur66aYN22rLa/Hd1pQIq6xpMx3bg9pDt3hvbEdeIEnmw/Q6zic5R3fQMJL/CbMYGAQDOyd6xN4vHDxCYAZNOZFoT/DkMT2QfH6RM+r58ucJLZdmXe8p4Yez3m8a0T/HXkWaru7BMCL7LnH388XVx4U2UaS0dU4LtsqKAK4OiYNgzea0jH5Uc4d+UUm3+tS9SpvVwL+lpP+LcUPNgwgwOGfZg7rDrZ0vwmawi7tIgFxx5z/8YdgtItEv+CYh+yc/UBnmWiKlD5fCdTRi/mqEcMsV5P8AlRpB4/65swwrrJFOY0f8OmGXt58QkP+0S37QSbtKdAce2VrTsNoH55nKBnpSkybBIlho3Fpl1djH2Wc6vrXCL+zeBd34riAX7HH4GxEVkcepEr9gCBz7Tfft1pQRCE9Px0gROAfhYTjLPZ07FOVvyP7Ofd2KYAKHl55CCxjdtQzACymHxcr8Zfk9L7AGvORFFh5Fgci5tjYGCGtX0TGhdNp+ORBAVy5RcqLYh2Y9fBQIp1a4ddeh3Xxbqyfrkfjv+zg4BM9ob7mWkUXhzdfgrfTARtsmLdWbZzKyvnjqRpft2l35i+JQ5dW5Hj0Q6OeWfiZFKIJHzvZbK07kBWk7SmATSoXjxGKlWLbGXLY1nGnmzVHSk6bQslrfby7FZEii2CBk1iBmGlOuEDgzRnTFKrUr5fo8qwvylJlXp/6tfuKCyqk9UMyFqZgrUUBJzw1AbDutOCIAjp+CkDJwD0zKnYtTHZ3pxkj1uyYSbinnDopAGtnGxSDN2huL+WUR0bUtOhKg1btksadLc9Tg2q80vbFTyKA8X9NYxo34AaDlVp2LIVzevWpXHLLoxadISn8mQBizoKj8PzGeRYnzo1alLTwZ7qdVrSa9px/BMAxX3WDe9E46qVqFHXkY5vB/lt1ZBfqrVl5UNtxKGOjSQOidAXQbwrQDEsRI99p5lq/7bkIA7f88sZ3Kgy9tUa0LRmRSrV6c7cw0+I0Wj3tXZoBxpVqUSNui1xalKPBg1a0n3EIo4+laNBiceq9tSu1YKO7TvQsWVtqlWqQbM27enUrjVNqtdn9KVo4l5cwSUiLzUq50k11IKWEq+t87hZdTIDG5TBKv4lHul3o6ulUeB78zBblvzK6Alb8IwNwXXfcqYNH8Piw89RaBS8vLCZ+WOHM2XNJb5B7eQn0KDwc+H4lmVMHzWBrU9iCXM7xNrpIxk1fQsuIZl/bJvY1KKCmS+XXIKTDV6bCZG38L2VnQKt7LRF/LrTAMQhv/8GowpFU/49DUzJYqaHRpV0PatDCF3fk3+aVuef1pW44DQUP5+3V6Ma5c153GpUjosNKnK2chmcN7mSmPTWhIv/4/rsW8mOXUPcoU7cWO6OCjVxh7tyc/46HvWpw5UWrfG6L0cKv4ZX/4qcrlSGy/VLcr7TJF6/frsFNUrnpdxpW4UrbWpzqV5d3A55vwuE1C9dURWthLEMwAKrjo3RnN5PdFxa04IgCGn7eQMnwMyhC83zRHB+hwtvfz/Huu/hklUHWhZK+fg3rTCMRTObIgtXUn7KNvYdPMC+gwfZvaI9uVUJaADTCsNZMqsZxuFKyk/ZyenzR9k4ujSP142hz5zb2l5qVQGcGNOE1lNuU3T4Ns7euMnNe3c4Orkwz248IUq7IYYumUlTWTjKipPZcvCAdn/7ltMuj/rdg8fUrhWtbODVus60G7qKc89j0QAGMhlG+gAJvNo7DKcBW0nstpV/XJ257urM3hE5ODXGiT7rPIgzrcCwZbNoZhyOsuIU/j53jkN/jKbko/WM6/E7d2LVJERGYN52CTsOHuCPEUWJDjPHaelu9h3aztjisYTGq1G8ekQwubGzTru0S+V3mIWH8zF8WGVyFixLPgK4//JDmWMqlLEReJ/fy4kr19g6YyGn3xiTJfAsGyePYeakKWy4rSSr9Jj9S2az57scpiU1dVw04c/Ps//oVW5uncn8Q74YmERx/e85zD/7OvMlHsb5KZlLIuih3/vAOROUd7YSlr0L1rbaoRl0pwHQRBLrqSZr8RwpSlw1AWd45WVLvnKWgIKojd148LghFQ85U+/0bWr2jeXZzH0o1KB+NJcbo9yw3uhCw6seND23AtnWXng9igPiiXPzQCqcL9lNSIHijjcUyYsBcchd7hF1N4Acs85Q/+wpSpaTEzixD6/tt9LY1YtG/9yjap1/uD/7AgmAymM5d2a4k3vhZeqddKH+zqGo14/FP0Ct3d8jH7JUKfEuEMxStjt5Eo/j76W9DnWnhf8wxT1m1yxKcbvSlC9dnoYTbyb1Eq4i7PEVjmxbyfxF+3mu+8VRPuWPDlWoWK48FeyKUr7XGSJ1Vvlq0j0HLU1CHAlvf49/9uPWkBCnfa59aSnO4z/ipw6c9IzL0rFNfmKv7OBGsAaI5Pau2+Tv0iRFt/fpUfpc5JrBIA4en0j5tKqnjKywqdmUqrkgwj+cRCD2zirmHAvHYcpyxjYrjHYsUkPy1JvC6gXtSTcnOt6HS1cNGXDkGOMrJO3M3IFxe3cz0bEIgaeWM7RRJRr3XsBJ76Qbf/Rd1iy8TFzlSfzWqxxZ9QFMKdZ+Or82NuL+6gWcD9a9Yo2wsq1J06o5IcKf8EQjctfqSZ8mhUgdEplRpvsQ2toaIg+NQiWzwjKtflw0oVxZuon4HuNolNsAQ6ti2Fok4Ps4KIOxogB9C0o0bEIZIwkTm6p0nbmIaSMG0q9NUVDrUbj7HOZPHUq/7rXIY2BK9qypE6vUcVGEhYa+e0VEKUhUJyKPfD8vLDSM6C9VhZmKPllLNKBRaUM0xkWo2Gk6C+eMYfCQTpQyMiZnbrPMJ3pmsSCXGcQGR39EiVMoYXtuIWvvhHmWtKaTxPkS+cYIo+iHRLjfJcL1MkG7ZnDnf6swHLaMAvkNkYKO4XmkMKVn98LCTF/b702DvmQLPkd0dAD+s7ZiOnsdhWy1pZ962Wth082WeL8YJOTIPZSY2WZ/fxNShxP9XB/LohboqcOJeW5O/smTyPe2K2RVBPJXxmSvWSJpQGFTLLqtoXyX4uirAwhatheTScspVMIcPUA/fzMK278m2DNaW4L2QIlFmTzv92dWgQIN1bw++lD7+elOC98nVSDnF45iyMCBDBk0jFFDhzByzFQW/nme57Fvv8caErBh2DE3Hng84OKimpgDoCYuKorgW1vZfCEaQ937vKwEAw7cwf3hA66uqIlxRtXPn1mM60qGDFiK67vUkfTOAVB6staxPPWnOCPn8x+30nM1bcrVYZrzF05m1D2Pz0Ad/QLnw+uZPbgrA9Y8TpXD/Dmk8ZT7mZhQol1HbOJvsutyEAnB19j9oDhd6ubO4OEVi8eBdSxbspi5U35lzbWQNG6yaqL9PLl9/gB/LFzHo0Lt+XVqXbKh5NUNF8KwoXEt6xRVgZgWpHI126Tg5r3YxwdZt2QpS3+fwvTV/xCqszPDXNUZuOYUty7+wfi2dkRc3ciopt1Z/yQOpd9NXMOhUN2q5El+g9DPQaVGNqB8yD/P3v+6Vkf74elynoMbF7H+UWHaTp9CnWyGWDfoS+dy776yyRhRsFk/2tvJSIhLAEMZyZ+9b8W6ruP3oyFEX5zL0L796D9yDfflEOj2MoOxopLIvXHxNaBUx/aUt9QH4nntGYx+sTY4lrVAHw1yv2dEWpbCLrvuXTABn50DaF6nLvXfvlrN5mHEdSY1SzavTjNGnw7Vee+XJOf5LV/0S3eig4MVBoDy9VOCNAWoVPQjmiHoGyLLAolxCZkvpYp7SZiXjGyVCmi//LrTSaQoT6LlGmJObuHlXxt5sWkG7qt8yL/hIvbtbDAAEu7vIzz8OT5TunF7UBfta+wCQkPjkKJu4/+8LIWq5UpWYmWC5YhjVG6ZGz2lP1GvLbFKPvK84gWREdZYFTTV/j/ahpy2yZpmGtlScKIjUaPq4TxrOQHuwWiyVyJfHVsMo+4S4BqCfNdw7rw9lkED8LoVrM2FUgYQFZCd7LbJr2MzzGuWQHXbFaU6rWnhu2RoTeNR/bF5colnJUewaPnvjOxgg9eqgXQcf56wDH8DyShQsx42iWpyV6lAbt1bxrcS/4S/ftvI+fOnuZ2ZnANZIVqO/52pvUqR1m/2f0tWyJGxc6fRo9SX2HoymT0PpTeHlm3l0YcKg+VurJuxguMeIQTcdeZRoOKLlJr95IETyGwc6VRGxZ2dZ3E/u4uXDt2okTOjjyUL2YuWpmzZMpQsYJbOByjH69hWtm7Zyu4rCsp16EebktqeyfT0dFPN5bgvH4hTLQccHOrQbuAK3JOF3lmyF6F02bKULlkAU523qqICeBUchwZ9zGwbMXj5ES7v6UdhlTtb/nRHo1ahBgyy6B6lPvpZDAA9kh+O/Mlxtm3ewvadV1CUa09fp5Kk6E8tXQYYZ5VBYhypvvJKL/6eexH7dafYsW4Fy1asYNnKlUx3tCLR9xFBukXlOpRB7njE5sa+WFbtZ60Kw+N+OFblypDTECCWZ1efIhWvRbFUMYcRtv33cdvjMQ+SXu7/LMAhZ33WOL+f98DjDluccuu++ctRBvHAQ04ue1u043FqiHhwnSArBxys0ytyTINaSVwCGJkbp5NXlgYTO/JW0xB67qk22NKdTqJ65UpC8TFUWPYHDsv+oNKqVRS28iQ6lqRAKIFEv3BMOs6kzNR571/T1lPz8Hpy6vmjNC6JSXp3Q/kLohKKkTXb+yOXoryIzVIBc1PQRDwh1qg8ZikuQENMGi3kl9N7sC2lIGh6Ha5PPYAiATRRPiRY96JU8mOZugD7HVewr20Jcc+IVJXDwir5T6IIIk8+Qtbs7fh8utPCdyvWh/vBJhQvnw+ZLAfFfmlD62IQ4/eGON1WAbriX+H6VI1NjaLfSWtpFX6Hl3K14hBqZ32De6ZazZhi06QzLctYpvMM+pdMbWnc2ZHSll9k68lk8jwSX3Pt0PkPN+oxs2fEilXMndSbal9w7MkMj/WnYFSYZl3t0X+wmplrX1Oza2UsdddJQUbeSvVo0qwFnSavZ6FTgZQlRwBYUGXYQtbvPsnxFZVxmTmCzZ5KQEb+6pXJzgsu3nqdVFJlRsUxy5hUDaJNmvLbytFUTPawkOWrRL1mTWneZTJrlziR/93O1AQfH0L78f/wPrVdH8uyDbC3AvTApKADpczA79ZjIlOE3VE8ue4DWeyoVuT9k82i2lAWbNrNsdMrqOTyG6P/9My4Ku0dA8xy5cQoIZyw2BSPX/yPzGO3yUDGNC6IlaUFFpYWWFjmpLh9Pnjtjs8Hipxin7oQkKUIFQomHaf8Kc6++hSuUkR704v3x8U9BuvqpZKCkP+AmKe4BBhQuGLBpF9ZsXhdfQbFamCbXqCRlsQogmLA0toq84ETFmTr2BTNmd1EJSVFp5wGUJP4zAu9ksWTqsQAWRkKOhkTtPMuiQAYYpDNDBKzYlLYBrPkrwK5MZSZY6CKRJ38uovzwG/HaW2gE/ECpXFRZMnqf1Uv75KQtyImJqD2vUdivgpJidxoE7+9bhMdrkbPzJZcnX6l8sHD5L07m5decegZ58BASsDQWudYChdGZqIPFi2ocnI1ObO+3x+RzrxyyUaBZsWSkuR1poXvluLVPXxU1jgU1d4sVf5XOf7cGIf2v5D7A388TbQXd0PyUatkVkgI5PycjtStP4ITbz6umFH15gJzug7lgF/qOoePoQm5xMqdlgwc1oTKuePxfvw6g/uuisBzSxndzZGGjrOTVeulI/4p2/o1pNW4EwRm5jBVAZxfMpKeLevjNPtuBtVnKt5cmE2PIfs/sW+7jzyP78x/5VHzmWnQSFJSc2VD8jXuQVWjSJ5laUancpkrYwEwzFECu7xq3GY3pv1m3zSq7MCsfGe6l/Bj/1+3idCARZURTGhkwt35k9jonFY1XzoMc1CiZF7U92bTzGkLvioACXngc0LefcsSCLyyj2uxNrTvWg6y1Wbk4HKori5k+dmApNIgNWE31jH/SAQ2fcbR1DqNu4xZOTr1KIHf3r+5E5G5gk7TIhWx5jWPAt4XIWlCr7B81WvaTGlHylx7Q6xsi2Oh8uOhf0a/rhT43H5BonUlbJJqWJR+9/BS5MG+hPYXiibaCxc/iTy2udLIwfpcNKmatqekIdJ5MT2bdGDmuWDUgCbSmaXdmtJp+jmCde7HCp/bvEywxsEm6Ske74/r4xgsi1on5bxlUpwfHm8MKVihUMbF3DoMy/Ukj+oo/kn9cOhOgxz5/TCMKxROFkAYYebYB+PrGwgJ0wD6yKq0JsvV9bx5e0dWhxK2YymBfgnoZa9BvmwX8b0dmvTZxRK5qT+Pr6kwMAI9s3xkiX2CPCknRYpxw2fNGShbDENUKL2eo1/aJllAGE/s9u64bHR/953RhN4nMiYP5jmM0MtVE2ur87y45J9UNK9GeecPnp3y0U6r1SAzTpHonnDnL8JydCFfEe2vEd1p4XulIfKpO8F6psjvn2LPhtmMnHgS64m7+aOPbRo/ZFOK83bB38KBirnCOTNzBDtoTJtG1SmWRo5kehL8TzCtyyQeVu9Pk8wkxKYrGtf1qwnrPJI6efNiV0RGsLtvBnk5hlg3GkTv8jG8NihOvmTtOdKj0UioNBnfwd4xzE/DwX0pFxOEfnFr0t58AgEnptJ94gOq9W+K9Sed/sefx/fkY27TPwSl905GdZ3I+ZdnmNhlKNufKjHIVYfudXJi16ktxU1A+XQ7o/vN5Y4anm8azrAVboS4r2H8tAP4Ec3VWb2TuiPoQKf2XRi304dEQO62gtGT9+NHNFfmz2KvtxIMC9F6Qg9ynRtGm1Y9mH5GnzarDrOiqz77+9Wiaq3mtG3Tld/dslGhmh2WBoDcnbVjp3HQD6Ivz6bvu311oNvonfgkAuhhlLMoOV8uoXn5qjRt05H2jergtCyGTqu3MaaSOWBCqaFb2DmzBh5TmlG/aXs6t6xLo8FnsR6+hb8mVCar3I1VIyez3w+iLy9g9h5vlBhSyGk83XOfY4Rja3r9ehx/lZqQC7MZtfguibxgx8TxKXpdlxWuR918YThff4USUDzawIgeozkaEIHz1v08TVYlp/Tey9zlt4gmgL/HjmCNezq3CXU4Hm7BmBQrRz4Z/L+9+w6L6vgaOP6lSbNGMIoNURF7iT3GEpVoLNi7ibHG3luiIbbYu8byizUae/Q1GnuiSSzYQFREBAVFlCZ1gYXdve8fgMLSFns5n+fZJ+6dy507N1vOzpk7AzqivC8RlMeBmqWTQwUFE/Jaa3Gb8S0TFxo2saXBdBGc+aEnHVp3wfUK4L2CQR27MGDBZb2xWTpUAe5c9bnKNb9INIAuNgD3Kz64u/sRmS461vLEy4NgcweqFE8N9Ywxz2tC6K5JjPxuNaceZkh4Zirm1kk8NY60qmeTuzeydXVKtlR4tO/a00HR6Z5rwom5Z0p+++RB1qmM7dpg7+jBvZOBKIBx6a+pPiwPdzpV40yfdvzbqRO3/UpT4OM8kMeJMouGkTCpJn91bMU/zWty2aMTdRe2wRwwKtIax9YBXPuyEWf7teXs8J+JM/mIvFVKYkIsqmtRWFZOu2CpNR+NW0/JG/0549Kasy6VOdZuOXkmrqWEnQmYOlDqpwkY/9yMUy7tONe1GRdW+GBVuRjGxPFkVjX+mnsxzQ+VUMJ3XcCiQzuszTJ7Lt5ecQRcCkD3cVmsE+LQmeYjb/w1/tiynX9yfO9oCLl+jdiSTjxYNJ7j1Rewdvpgxn3fGycD83aaoMN813Uke0OLYxPwG7MmTmDi+OwfrhtuZrr6hNp7Cz+dsudLxyfc8rhDgk1eEu7lMITBWM3jmxF8VNOJdJnnzFg40n/zXxxZ2s7gAMdY/QiviMLUqJA8/jI9DUGHp9BjxB7Cittw/7eZTM6kvekeE6azKbPBSdm1Q+3H7zPHM2bUqOTHpFW4Bd5gy9SU56NGMXbKeq5nctjXwUhRFOXUyZNs//VXNm7Zol8uXhoNsZFxmOXP/2z1b20c4Y9DiTMvSnEb89x9+aXSxBLy8CGh0VCghD12hbI4jk5N5MN7BMXnxc6+BAVz+lmWQhMbSbxZfvLluGR5Ir7rOtN+YxU2HJ9Dg9zkxnWP2eXSgr39T7Ono41+ac40ccRqLcib4zkCCQ84ezqIsp/Xo6iB18AwWlQRKswK5X/6i1eriiDOrFDmK8Hr06mJTTAhr1XGT7fYc+P5YupHrDn6/bO7N7WPOTjIGVdmc/R/7Z8tyWIgzdXx/PWtilp/r8XGOuPz3FASI0gI1WBWzPZZai+VNpp4/0coNvZYFcjYJ6iNDCQRWywKGj7RrKJ6iCrMDMuSRTDRr0+nJvFxMEqhEskpuqfbE1HIg1HKJiVsP26tF2O7+zRly5hmeJ4bJ44fZ+eOHWzYtEm/6Cnn5s1ZuXo1FZyc9ItEbmn82dCmBRvq7OTk7NpYAbrQg3zdcDSPhv7J4XEVMY+7zLQWk7HZ9CdjKqR93UVx4pv6DPNxpPyTm5iOOcreIeUy7aWKPNIb5629OL6jDQXTFsT5sH10L1wvVmTEd10oa5HzK9esaF0+r1c0fT2aB+wc2I+jpdtSs2DyMTRBx/jlD1uWnt9KK/Ms2hDnzqwWffGZeppf22X8vMzyvA0Ud3UmX/S9zeQz22mb8fDE+WxjXM/pXKo4isldymKZY/PN+Lhec+rqf+Bm1w5tGNdOneVe6vyHal+2/XSEapNHUi01wDUrRl3n+mQ6LFQTwMa2zflfrR2c/KmOgWN1M9e1UycmTp5M3Xr1nm1UZJFf8bKobiprO1dTGg3brtyIzMWyk9pHys62lZUuv4fqlwhFUWLOjlMaNk5Z5FdRFEUdrFxY1UupU2ewsu/+cy6GHHdR8fzUXrnyX8pKzPrP32taJf6gi3Kk/WolJimz57kji/y+ZpEnlW8rl1d67g9RtKnbwg4pX5e3V5xX3VHUiqIoqkvK9w0+V5Z6J6T7UyXeU5n3qZPSc+9DxX9bF6VijXHKmcj0u6SK+LOXUqfHISVCv0BRFCXeT9k7vJHSsN9m5bZKv9AQWiXs2BilVb/dSmCa15zaZ7XiXPYzZeH1hCzboAncpnRwbKYsu6XXthTZnneONMrDbe2VSk2XKvqXLq0Evz3KqE/rKf03eyvP1XwD2pFOzH/KmE97Koee6BdkIclf2fBFWaX+1ItKrH5ZLskiv+LVsqrEoC17mexwkbkDvudMlP4O2VHhPrYO5ezLUK5MK9a8I5NZvjIRf9K3QhnK2ZehRq/fCU7NMWnus3fcMNbe/4wFv6+gU8nMfm4ZwLIKJVpbErz7UvJgb/3n7zNdCGG7PLDq1Bor00yei7eaOsiTO/HF+KRc/uTe9cQQzqxcwvk8jenXplSmvUepdNHeXAqxpbZTYUq7TKCT2UHmbfTMZhB0Fiwc6Lx4B9NrqHiU7oYYA8VeYc2Su3w5sX26OQPzFHGkjHkwHveyvmsmPuAqD/PYUyl5/EL2tGFc3rmWHf89zGbAeVrxBFx5iJl9JYpmc3hzhy4s2OFKjdjHqJ6j+eS2HW8ZCZzES2VsXZ6245exbe88mmR/e+IzxkXp/sc9fP1THveOMrT8u/dmeqkKfcmvt9Nck7MpaTrTUnRZtZdN87+laYkXuUaWFPhqAY51TFLWfNN//h7TJmLa8gcqtymV/AGo/1y8pXSEn13GpCmb8deG8+/SMQwdNICvu3/N8kfOzN25gm45DOyP83PD36gklezMIW9tRs/uQNzKHnQbPp+dntG5m/PHvAStRg+jSU638enRPDzG3CEj2HIvgdunPIlOrVQbypn1v3FLlcjFhVNYcTnz4MnIxII8MedZNX0Wqw74ZR8QqW6zZ9VSpg+bwX8G/ZA1wsTCjNjzK3CdtYL/88366OYlWzNyeBNsc9f8p3LVDoOp8fl1MoP6juAXby2hh2cwdOAktqQZj/tSKJKqE0KI5yapurdQFmmuzGiTEpTMMrQvlvJ6CbJpg1qlUtRP85TpZTjvqP+UKe0nKedi0u+XNbWiUqmfpUFfoezakU5SqHLt9EXl0XOOTHgRkqoTQgjxYdAlEOJ9Dfer7twIiM5ydn1jU/Nn017o4nns7YGHuzteATFvPm2dRRvyWFmlrEeaul/m562N8uHo+u1oug6mVmaLP2QqD1ZWeV5L72uGdmTF1IZqTeq85Bt6np8hpyyEEEK8O0zyU75mUbx+mc0M15ks2WdgKkgTwn9r5zLzxxksOmJCtSq2uZhc9iXLTRsyPW8d8SFBWLaexdw+ZV/hPHcfHpmO4D2ijYtCbV4AK0NyzpoIfL0CSL3b09iqOI6Or3ISSQNpo7jrdY+YlJ9WRhZFKe9YNHcTQxoiMZYYnRX5MluUWIhckOkIhHh/ZTYdgXxrvAcSH55i2RAXWvdehqeBt4fowo4xwaUjg0ePZ8K48Uxd8hfBOc0d9zrEXmfDd8nnNH5IDzoN3MCruMFOE/Y3Mzo7033cL1wOz6oTXwghhEjvgwuc1H47mNK3B72796BXz5HpZr9+KjGA3yf1pVf3HvTq0YsRK69lOuvr20Ab9jcze4zldPmp7NrrSv00i8mn0jzYx5g2HZlx/tmqdgBY1WTqvlOc+OsUh9Z2p9TT/LGaMK9T7Fg8mf5ffk6/HYGGLw3zogo0Ys4fyed0YGmbXE/saChTu3Ys2r+VAWa/MvDrFVzL/AYWIYQQIp0PLnAyL9uTn5b2xeL2TW6eP8TWA3cyrAuUGHSKnf8E4u3mRnCdaSweWf0tWUVbXxyea39gr2k/5gyvT6HMggxdGH8vnMuhmx6cvZzd4pGp1Phtm8y4hQfwionFx+seoc87UcfbLo8dLb6bQ+vgtfy40y9lLT8hhBAiax9c4ARgbGaJRaGadG2cj8ADe3i6tikAau4d2EdsSxfKmYCZpeFLQbx20e78ti+Icr06USGLVV5jr/zM8vtt+aYCBLn7ZwgSMzKnbJ9lbN20klmjW2GnX/yeMS7wCd3b23Bz20Hu5hxVCiEMoiM+yJ2jmxYyZ507MfrFQrzDPsjACQCjvNTo2ZJCwYfZ6Z4mhRV/i98Pm9Cug0O6GWjjrq1mdNfmNKxVl+ZtOqUsutuZDp/X59OOy7gRD3HXVjGy8+c0qFWX5m3a0bpJE1q26cHoBQfwSR2FTfIAaK/9cxnSthmNGzSkYa2a1G/chq+m/UFgIhB3jZ9HdKNl3U9o0KQtXVMX+W3XnE/rdWT59eTwJ/7uadwiitKg9seZ3/mR4M2Wn85Rd+q3NKtckIR7XgS/qeBAF0eg20E2L/6esRM34h0bhsfvK3EdNRLXDRcIe+5OLR1xAec58Msipo2ayKZbsYRd2cOyqSMZP38/vnE64u6eZOOc8YyatJq/g/T7lSxx+LQ6VgEncQt5bQlJId5zSYTeuILbwY1sPeJHQq5mlhTi7fbhBk6Ada0etP44ghPb3IhI2RbrsZO/CnahTan0oYhV9eEscP0C8ydqqk3dzO59e9m9bx87lnWmiCYRHWBVfQSLZrTC4omaalO3c+TE/7FuTCVu/jyWfrMuEgugecihsc60n3qRMiM2c+zsOc5dvcT/TSnNnbO3iEo+EMMWufKF+RPUNaawcd/e5Pp2L6XTx1qSUj6E4u7fIIQiVLDL7F44DYEH5nKg6Ei+rW1DiarFIMgd/zc2WEtDXHQ4vid288fps2z54Sf2+5tiGfkv22fN4fjj546c0KpjiPA9yZ6Dp/lvoysLDgdjYfaQ42umMGHaZL5fcwl1PoWbuxcx+zffDOlK8xJO2CqPuPEguyXJhRCGM6eUcy/aVinwYX/JiPfSB/2aNrKoQleX4sSe3sbZEB0QycXfLlK8h3O69YOyovY/xb8mQ9j3x6Rnq9anlacgDg2/oK4tRAQ+IQmIvbSCWQefUGvqUsa1Kp1ym70pHzedysp5ndMM0NaT4M9fZ0wZdOAgE6pbAhpUYVFozAtSIJNb6nVhf7N0nZreE1pSxMSUQuXKkV8dwM0g/bDhNTHOj+PnLalkqsPCviZdfljIjHFDGdK9EnksbLG1zmyAliGMyefYHOcqeVAsy1K31w/M+2EEgwa5UAYd2Pdm5vypDB3Yi0Yfm2D5UV70azLLXwRrYgmNkh4nIZ6bNjHLSSbT05KoybwLSpto2BGEeJMyfuN+UCxx7NQVh4Rz/Pb3IxJD/mWHZ3l6NCmS4cv1mVi89v7MkkULmTP1e1b9G5rJHWdaoh94c/HEXv43/2dulOrM9981oRBq7p91IxwHWjayS78YpVVJatcrSz69/yOxN/fx86LFLJ49lekr/yHsaWU6EuMTwdQcs/R/AsRydfVMDoZG89fsbxn4TX9Gr/RARRAe/m/w9rFYPy7cN6ZSt67ULGgCqAm+/QhdidqUeaHR9yp8L/hjUqkLHasn/8JNeHSbEONytG9fhXzGoIt9wJ3IAlR0+ihDWtPY1BwzkoiXD20hcklH3J39zOjbg34DB9CteQsGrrxIRGZvpcRAjvzQkw6dv+HbXm1p0WEWl1XJaXzf/a706/4VQ/p3wblFf1ZfjDAwCBPi9fvAAycwd2hLt8oaLm0/hsex37hXqxcNbLK7LGZ8VKYSVapUxqmEdRYXUMXtg5vYtHETO07HUbVLf1ycrAEwMtIfaq7CY+lgOjSqRa1ajek0eBkeaQarm31kT6UqVajkVAKrdH9qgkU+c0iKz3A3mPr2VuaeqsXKI7+xatkylixbxrIVrnxZMIn714MypKpeF/VjD7xii1A9dVVzXQTX/wuiQK1aFMuqp80Q6kd4eqmwrVUuJfDUEH7TgyeFqlDJJjlMUt35hzuU59NyGSM0rTqOJPJgbaEfUgkhshV1kXn9F6H6ZhUbNv3Kjg29CFs1np89M44JiPNcx0+HP2Lsxq1s3LqIjoXjUWsh2u0nBi1U8fXqTfyybRfre4Xy87hVXM94CCHeCpl/739I8pSmVc+aGHuuxHX1Yxr2rE0B/X3SMafoJ01xbvUl3aasYX6HEul7jgDIT53h81mz4zB/LKuNm+tINnirAXOK16/NR9zl1PnHKT1V1tQYu4TJ9SDa8gt+XD6GGskxFgDmxT6haasvaN1jCqsXdaD408pMsLa1IU/iE8Jj0/w20wRy8KffsBw8nhYlC5K/QP7kh40jNezg8TX/5LFWb0CsjxtBJqWpXjIlrxnjzT++UK5hWTLLdBosxge3QFPsa5RMOY6KO+fvY1y6LvZWAGoCL3gQY1efigUyvuQ1UY+JoQB2hSRwEsJwOsJOr2Dv44JY+hzk140b+e3YfYyVQM5fC8/QE29kZoVp+BnWrDvOfaUSwzf8xKd5QzmzYg+PC1ly5+AWNm/cxokAE5TA81wL1z+CEG+HjN8iHwQdOkVBAcCUYi37UDdPJHfMWtGtapqoJQemhR2pUFSL+8yWdN4QkOGDAsC6Wnd6Oz5gz9aLROggf52RTGxhyeW5k1l3IbM0XxZMC+PoVBTt1Zm06rCRAA1Y2dfAjsfceJg6qFlH+OnFrHzkwuTOpdKnpEwLULZ8fjT3PQnMeU6CZLrkK5Q1HZEXFtLXuQuux0PQArrICyzu9QXdph8nJF1fexz+F++SaFcLh5TFJtUPr+AVXYAydlY5vxC1YZxbOY4R03bgo/dLNC7gEveSilMr9cAJgbh7x1GkVnkKGAO6aG5feIDycVlsMhlHH3f/JsGmJale6oXCNyE+MEmE33tMUsEKVCxXljIOZSlToRmj1//KrJY2GVLillVHsm5ZD0x2DeHzpr2Zd8gfdVI49x4nUdCxEmUdko/h2Gwsa7bNoWVKb7EQb5scv6/eN2q/7YzuOYkT944yqccwtvioMbFtTO/GNlTo1pHylqD22cKY/nO4pAXf9SMYvsydUI9VTJi2lwdEc2bG1ynTEXShW+cejN/uTxKgcl/GmCl7eEA0p+fOYJefGkxL0X5iH2yPD8elXR+mHzXGZcV+lvU0Zk//RtRt1JqOLj2Z7V6I6vUqUMAEUHmwetw09j2A6L9n8s3TurrQa8x2/FOWvjYv3ZQmxcK58N991MRxc+1wvhp9gKCI82zZcztNSk7N3V2zWXEuGh5uZcKIFVzLJnjSRZxhRs/2tO08navA7RX96dL5GxZd1u+r0qEKcOeqz1Wu+UWiAXSxAbhf8cHd3Y/ItFGh9gle7sGYO1TDziJlm7E5eU1C2T1xONNWnSTDTAFpJQZz8dgpTm6bx8qLaWdA1/LkpjshluWomnJ3oS76FpeCzHCoVTq5B0pRMMlrhfbCDIaNW8i+dGu4RON9yhNNhS+pk22KVgiRnin5Ps6PcbwKm0+a0KRp6qMRNYtn/BGi05lRut00fv3nJCvbRbN17Hj2B1tTJL8x8XE21Hr6901o0qgmdhkPIcTbQVEU5eSJE8o3X32liFcpSYmJiFIStGk2aVRKWKC/cj80QUm72XBq5c7atkrFulOUc5G5O4L20Q7FpVJHZX+ofkluaZTYJ1GKOu2W2CdKdNoN2dAmxCiqJP2tyWLOjlMaNp6tXItL2aB9pOzu3FiZeDZGb09DJCmqmIzXWfPogDKwalVl4IHHikavTAhDHD92TOnfr5/+5nRafv654n3rlv7md57m0X5lYOWyyhdzzilhKW+ghIeXlNPXIxSNolIuT6unOLnsUUK0GuXBlm5K7+0PFU3K50/HSm2VLQEJyqP9/ZXqDi2UuWfDUt6DCcrDS38rNyLkHSnevC4dOypuFy6k2yY/sV8bU/IWzI952ituYkXh4qUpaWP+nF1/eSjXdz6jS/7JpO92cjPqTdyHYoJ1ofzpxnmZWBciX8aBX5kyNs+LlUE98okEn/6F3/N9xaBaKSm5XDHFKm/665wYcoH142Zys4Errq0/zuZOSiFEZkyKtmX2qqHY7O9H04YtcfmyFd0m7CWQJPx2zmX58WCSbm1k9qrzRFtYcG/1cEZMmMDQYduxGTqDDiXMKdr2J5YPteX/+n1G4xZtafdFZybvCQRj/RtphHg7GCmKopw6eZLtv/7Kxi1b9MvFO0CnusOfa1ez87wFgzbMo0n2o9sB0D3eSaf6U7mR8tyowkT+PDiM8pmMAXqtIv6kb/3hnE/NphUfyO8np2LvtYn1bsXp1M8ZB6vnCzPT0tzfw/ixh7Bu2Y/h3zSj+Jtut3hnnTh+nJ07drBh0yb9oqecmzdn5erVVHBy0i96T2hRhYSSmL8IhTKZV+4pjYrQYBUWtkUy/rjSqggNTSR/kULpf2AK8QZ17dSJiZMnU7devafbJHASQogXIIGTEO+vzAInieuFEEIIIQwkgZMQQgghhIGMFEVR1q9dx7o1a3CqKN3IQgiRG0+ePCEhQc3f/5zRL3pKUnVCvJsyS9UZKYqi+Pr6cv7cOezt7dP9gRBCiOxFR0ej1epo79Jev+gpCZyEeDdlGTil20sIIcRLJYGTEO+mzAInGeMkhBDi/RJ3lZkNy1C+QiWqVapG80nnUtbo1BB+8zQHNi9n7oI9+KauVpVK7cP/utShRtVqVK9QhmpfHSVSb5fXJss2pKVDq0v55ys79zR1vAa611nZc5LASQghxLtDE8SJ+aMZOngwQ4cMZ/SwoYwa+x3zfzmBb2zql66ORBwYftAdTy9PTi1oSPK0uVrio6IIOb+JDSejMdWffNfckUF7L+Fx3ZMzyxpikfT6JhWOubKcoYMWc0WVuiWrNqRScXl6E2q0W42P+lWdu14dr5jq0nQ+r9KOn2+/pMq00dw7v591rkPp0381N7NZaiw3JHASQgjx7jC1o+XogTjc+os7TiNZsHQ2o7o4cHvFYLpOOEF4th0W5pRo2BSHJC1F6lSniH7g9KYk3GLrj+s4ceIIF7NdtDMtC8p0GMW4wc2xM9Mve1leRx3PWDh0ZMSEITQvnn1lar+9LNt0Hb313vWocF/lyvL/8yL04WUuXA8iPtvXhuEkcBJCCPFuifXnWogl5asVw9y8MOU+daF9OYh5EEx8TqN2E+5zxUeLQ4MyWOmXvREaHuxfzJkaQ/ksXzAeAYZ2i5hQ+JOufOPiRN5X9k3+Oup4xqRwLboMaE+FHCpLevwv+48HpFnIPjPW1By9lGXzJtO3vs1LXVIr+7MTQggh3jJx96/ir7GjVhlrADSBZ/jD14JanT+lSA7fkLro21wOLUYjp3yQGMSJWV1p0mwkh4Jzl9rSBJ9kVs9h7H2g0S/KFV3oXyzfXoDBw52pXSQBv5uPcwgIQB3wB0vH9KJ1vUYMP5HTSCY1PhsH4PzlBA4HGX6uhtbxUq6DOoBDi8fSx7k+Tb498ZLGZr06EjgJIYR4h+iI9PEgxMgK1bU/2bl2JqMmHcZu0g7+169sugXHMxPv50Zg/lrUsH3CUdeRbKMlLi3qUy5fDhFXGomBh5jWYzLX6w/EufiL5PuiubJmJeHdR9G4aFEq2JsT4hFATn1O5qXbMXbGAEonGGFna8BCmzotOo2OnDrj0jKkjpd2HcxL03b8j/QvnYBRcVsyr+3tIdMRCCHEKybTEbxMsZwf35i+Fz5n8ojaWKse4XH4V47HNmfWxjm0K5kH4i4zrcVkbDb9yZgKab+GNdxb/yXtj3bnh8p/cb7yTOb0KItlmj1SRR7pjfPWXhzf0YaCabZrgg4zpfMIDsRUxdnZEWujNIVZsKr0DZMHVM6QGlR7r6THEB96LeiPo7mWBztGMM6tG/93dBwVdVm1IVmi31pc2p1k8OnddCySvg8kq3PPrezqeJnXAYBEP9a3ac/JoafZ2ck2Xa+O2m8vC1f/Q1hKp5Y21I0jN0vwRdPiJI+GMsK6ygC+H1wtk2NrCPilHc7rarH99BxqJ3dSGkymIxBCCPFu04ThdSOaIs160LtnD3oNHMu89T9S1X8vy/f45ZDmUuF7/gEJwQfZtNcN3ygl12NfTAuWp2aVwmBSAMd6n9G4ceMcHw2qFCZDf4zmAfvnHaBAUweCzp3h9N//cVtXCJPHHhgyzEkdeIPwghUplcN4oBeRXR0v7TqkSgjkxpOCVCxtnSEwMS1QjnqNm9G0WfKjUS078hWuSqOU502bNaVhVZusj/2yKUIIIV6plp9/rnjfuqW/WTyPyJPKt5XLKz33hyja1G1hh5Svy9srzqvuKGpFURTVJeX7Bp8rS70T0v2pEu+pzPvUSem596Hiv62LUrHGOOVMZPpdUkX82Uup0+OQEqFfoCiKEu+n7B3eSGnYb7NyW6VfaAitEnZsjNKq324lMOnZVrXPasW57GfKwusJWbdBURRFSVICNrZWqrTfpTx6ehGeyfbcDZZ9HYryMq7DM0kBG5U2Ti7K7iwreybmv1FK4x5/KE/0CzKVpPj/r5XiWPs75VKsflnOunTsqLhduJBum35gJ4QQQry11EGe3Ikvxifl8if3TCSGcGblEs7naUy/NqWyHeOki/bmUogttZ0KU9plAp3MDjJvoydPp04ylIUDnRfvYHoNFY9iczeoHIDYK6xZcpcvJ7Yn7dCgPEUcKWMejMe9jFNdppdAoEcoBas4kD/Hb3Et4Zd2sn77fwRl3x2nx4A6XvQ6pJHw4BphBSvjkGVlb4+3/wyFEEIIdISfXcakKZvx14bz79IxDB00gK+7f83yR87M3bmCbvbZhU0Q5+eGv1FJKtmZQ97ajJ7dgbiVPeg2fD47PaPJ1TQ/5iVoNXoYTXK6jU+P5uEx5g4ZwZZ7Cdw+5Ul0aqXaUM6s/41bqkQuLpzCisvZBE+aELy81ZSuWzqTMT36VNzevZpl3w9j5r9R+oVZM7SO57wO6WkIvemN2r4epbOtLHfUPtuY2v8rRq/3Rht6mFmDBzFl860cB9/nKF3/kxBCiJdOUnWvWbZprvS0SQlKmmzZUy8n3fUCsmvDk2PKkAY9lF2BGv0SRcn03KOUsxNdlClnY9Ltl60c6ni5nijHBjZUeu8MVAypLSnUQzlz8VFyWvYVk1SdEEKID4MugRDva7hfdedGQDRZJZKMTc2fDSrWxfPY2wMPd3e8AmJISr/r66fXBnWkP/5hcQSdOURS9ym0KZ6mlyerc9dG43NkPb9pujLwk/SLtmRGk10dL5smEn//MOIenuFPTTcmtS1u0GB9U5vqNK5TNNu07KskgZMQQoj3i0l+ytcsitcvs5nhOpMl+3K62y6FJoT/1s5l5o8zWHTEhGpVbF/fnVr6MrTBG9/dw2hZuznf+XZm3ojqpLuzPotz18UH88jiS2Ys6E3ZjLMa6EkkILs6XrJE/92MbFYH5ym+dJw/gmqvsrKXSOZxEkKIV0zmcRIvh4Z4tRGW5ob0yzyv11HHM5p4NUaW5gb1NL0JMo+TEEII8c4yfQ0Bzeuo4xnTtzhoyooETkIIIYQQBpLASQghhBDCQBI4CSGEEEIYSAInIYQQQggDSeAkhBBCCGEgCZyEEEIIIQwkgZMQQgghhIEkcBJCCCGEMJAETkIIIYQQBpLASQgh3ifaSDx2LmDq8FHM2eWNSr88tzTheP29ny3L57Bot69ha74J8R6TwEkIId4bcVxb+i1LQhvwRVW47X6fOK3+PrmkiScqKpgLG3/hVLTp61seQxvNvfP7Wec6lD79V3MzXn8HId4MCZyEEOI9oQv9ixU7E2jdqSFNv13B1nnO2L5opGNRggbNyqLRFqF2jSKY6pe/EircV7my/P+8CH14mQvXg4jX6e+Tnk4ViM8DFTnsJsQLk8BJCCHeEwkBbnirrChonTFa0iZm3/Wk0ySS1R7q+1e4oy1L/TJW+kWviDU1Ry9l2bzJ9K1vY0Avlxq/raOYtO8BSfpFBrRdiNyQwEkIId4DmscnWLn0GMHx7iwb0IM+g5ZwNUaFz77p9GnXnUHDBtCrbTem7vAiRgfqgP3M7NuCT2p8ze+nV/NVzQpU7rqLoAwxho4o74uE2n2GUz5IDDrOnC6NaDHiD4Iz7JtCE8ypGT0ZsTsQjX7ZSxeP19phDJjvzs2dE+nXvSffLr6KSpd12zPQBHFqyVi+bvs5Heec4/qBuQx1acJnrUey009GdYn0JHASQoj3gGnRlgwb9imFrOoyfsNOtv1vDGU95zDg+2s0XriZjb9sZtPyNtyb9TWup8IwK92RccNqYhJ5mV+PfcToPbtZPrgm+Y30jxzP3YuB5K9VE5snR5g54ldw7kDz+uXIl1lXUGIgh7/ryVTP+vT/wu41pPYsqTTQlf4VzSjdfSGbd+1g7fgaaM5n3fYMsZOpHc0Gf0WlqHv4uu3ltGlbpi8egUPAKY7fkcFVIj0JnIQQ4n2kC+fvVXsIrvwVHRwtATAv25Z+dWI4tPLos54l82oMmtSTOk51+KKlI3n1vxU0wVz3iKVEhfssHXeMqgvW8/3gCUztU5EMiTtNEH9O7sbo3aHY2d5nx8xJTBw/IdvHpOkbuRmnf6AXZGjb0zBWB3ErohhdfpjFyLZVsSucD2PTIjgVT/57IVLpv0WEEEK8D5LCuf9Yg3Xxj7F8+klvgW3JAuhC7xKWmoEyMsY4Qy9TGipf3B4kEHxwI/vc7hCtZNbNlMK0IOVqVeEjTCjgWJfPGjemcQ6PzxpWpvDL7pYytO1pxAVcxk9nzyf21snP/S9yz6QCtUuZ6+8qPnASOAkhxPvIrCB2H5kQHxxB4tONSTx5FAOFSlAoT7q9s6S+f5U71GXM2nV8V9OX9WvOE6W/01NWOPZdya6FnxGw6yiRTi1o59I++0frehQ18FxypCjJ/81127VEeF0h3PYTHPICaAh1d+NJycZUyKu/r/jQSeAkhBDvI2Nbmg5pQ/7r2zkakBw+aB+fZtclM5oPbkUJg3p5dETdciPUtjZOH5Wm3cQumB2cy2bP7KbVNKdM10Vs+7EGqkeqLO/Ue6mMjDA21hL9ODL5rrpct12F74X75ClbFTsLgFhu//sAa6eyFMimg018mCRwEkKI94DadzcLV/xDRJw7635cyfkwsGk+g7XjbNk1+GtGTxrNgP7rMB20ljnt7ND47WXRitM8SfBk3bS5HLibSf6KOO5e9IeSlSlmAXlrj2FGRxWru3dh1LwdXI/OMMw6hTklWo9maFNbA6YSyJzaZxtT+3/F6PXeaEMPM2vwIKZsvkWmQ7VNClG5nj0RuwfT9atRzNjqg3U2bc9wTupHeN5U8fEnDsnjtnRJJKEQenguMxbv5XZ2caL44BgpSmrfphBCiFfBuXlzVq5eTQUnJ/2i10OnJiI0FgvbwmnG/DwvHRq1DlPzDN02b5w2UQ15zNMHRs/bdl0iqniwtM4jPQwfsK6dOjFx8mTq1qv3dJu8HoQQ4n1nbE6hj3MZOGTJ+K0MmgBM9IMmXqDtxnmwlqBJZEJeE0IIIYQQBpLASQghhBDCQBI4CSGEEEIYSAInIYQQQggDSeAkhBBCCGEgCZyEEEIIIQwkgZMQQohXI+4qMxuWoXyFSlSrVI3mk84RC6AJx+vv/WxZPodFu33JMPWm2of/dalDjarVqF6hDNW+Okqk/j6vVRxXf/yUcmUqULVSZWo2ncz55IYQfvM0BzYvZ+6CPfgm6P3ZW9cO8TJI4CSEEOKliLmynKGDFnPl6UzbOhJxYPhBdzy9PDm1oCHJS8HFExUVzIWNv3Aq2jTj3EvmjgzaewmP656cWdYQi6RXuXCLhqDj8xk7ZDBDBw9h5IjhDB8+jmlzN3DyTiypc6MrieAw8iCXvW7ifno+DfICaImPiiLk/CY2nIzGVH96q9faDvG6SOAkhBDixSXcYuuP6zhx4ggXg54trZspixI0aFYWjbYItWsUQT/eeL1MsXMewwAHb/66U5ERi5Ywc0xnytxezredJ3AyLKtlZUheWqZhUxyStBSpU50ib7Yh4jWRwEkIIcQL0vBg/2LO1BjKZ/mC8QjIdEW5dNT3r3BHW5b6Zaz0i96AGPw9grEsX5WiFuYULv8pLi7lIfoBwfE5rEqWcJ8rPlocGpRJXudOvPckcBJCCPFCdKF/sXx7AQYPd6Z2kQT8bj7OOG4pHR1R3hcJtfsMp3yQGHScOV0a0WLEHwTnMpulCT7JrJ7D2PtAo19kuLgHXL2npVjtMlgDaAL55+AdLD7pzKcfZ0gkpqOLvs3l0GI0Sm4IJ2Z1pUmzkRzKbUPEO0MCJyGEEC8gmitrVhLefRSNixalgr05IR4BZN/nFM/di4Hkr1UTmydHmDniV3DuQPP65ciXfZySTmLgIab1mMz1+gNxLv78eTJd5G2uhRhhFXuNIzvWMmvEZA7bTWb7xn445NHfO714PzcC89eihu0TjrqOZBstcWlRn3K5aYh4p0jgJIQQ4rmpvbfw0yl7vnR8wi2POyTY5CXh3g0e6d9hlpYmmOsesZSocJ+l445RdcF6vh88gal9Khqc7tIEHea7riPZG1ocm4DfmDVxAhPHZ/9w3XCTOP0DAXH+l7mv+5iy1gnEac3IlzcOz4Nb+O10ENmP1tIQcv0asSWdeLBoPMerL2Dt9MGM+743ToY2RLxzJHASQgjxfDQP2D/vAAWaOhB07gyn//6P27pCmDz2INthTipf3B4kEHxwI/vc7hCt5L53xrRgeWpWKQwmBXCs9xmNGzfO8dGgSuFMBqJrCLt5g+giTenetyfd+wxgzIL1/FDVn33L9nA325yjCt/zD0gIPsimvW74RikZ7xAU7x0JnIQQQjwHHeF/LWGL0bfMmT6W0WPHMHrsGEYObkcpjT83HmYdcajvX+UOdRmzdh3f1fRl/ZrzROnvlBMrR3qv3M38z/zZczSSCi3b084l+0erekXJmHlTcffSQ4zL1KaURcomY2NMTIzAxBxTI73d00q4z9U7UGfcGtZMq4nv2jVcyHVDxLtGAichhBC5F3uFNUvu8uXE9qQdXpSniCNlzIPxuBebdu80dETdciPUtjZOH5Wm3cQumB2cy2bPp5M/Gc7Cgc6LdzC9hopHsc85GFsdhOedeIrVLk9+Y4BEQv5exdJzefjsmy8plTHSekoX7c2lEFtqOxWmtMsEOpkdZN5GT56jJeIdIoGTEEKIXNE8PMbcISPYci+B26c8iU6d6kgbypn1v3FLlcjFhVNYcTmz4CmOuxf9oWRlillA3tpjmNFRxeruXRg1bwfXnx7MQOYlaDV6GE2K5D5Jpgs/y/LxU9l6T0v4P0sZN2Qwg/p055tlQbRcsJNlPewz6aF6Js7PDX+jklSyM4e8tRk9uwNxK3vQbfh8dnpGP508U7xfjBRFyWGSCiGEEC/CuXlzVq5eTQUnJ/2i91vcZaa1mIzNpj8ZU8FcvzQNHRq1DlPzjCOQIo/0xnlrL47vaENB/cLXJo4r37Vkqs1G/hhXgWxbolGjMzXPMJbq7WiHyK2unToxcfJk6tar93Sb9DgJIYR4dXQJhHhfw/2qOzcCosk8oWacPmjSxfPY2wMPd3e8AmJISrvrG6MjPvg2nlfdcb8eQEzmDcE4bdD0VrZDvCgJnIQQQrwaJvkpX7MoXr/MZobrTJbs88thYswUmhD+WzuXmT/OYNERE6pVsc3Qg/N6mZCvfE2Kef3CHFdXZi/+HV9DGvLWtUO8DJKqE0KIV+yDTdUJ8Y6TVJ0QQgghxAuQHichhHjFqjhVxNLSElNTSdQI8S6JiIjghx9d6dWnz9NtEjgJIcQr5uXlRV5rawmchHjHPHnyhNL29uTLl+/pNgmchBBCCCEMJGOchBBCCCEM9P/bUxNHlftbKgAAAABJRU5ErkJggg==)

**Figura 1.6.** Mergesort

**Corrección**

Para probar que este algoritmo es correcto, aplicamos nuestro viejo amigo inducción dos veces, primero a la subrutina Merge luego al algoritmo MergeSort de nivel superior.

**Lema 1.1.** Merge combina correctamente los subarreglos A[1 .. m] y A[m + 1 .. n], asumiendo que esos subarreglos están ordenados en la entrada.

**Prueba:** Sea A[1 .. n] cualquier arreglo y m cualquier entero tal que los subarreglos A[1 .. m] y A[m+1 .. n] estén ordenados. Demostramos que para todo k de 0 a n, las últimas n − k − 1 iteraciones del bucle principal combinan correctamente A[i .. m] y A[j .. n] en B[k .. n]. La prueba procede por inducción en n − k + 1, el número de elementos que quedan por combinar.

Si k > n, el algoritmo combina correctamente los dos subarreglos vacíos no haciendo absolutamente nada. (Este es el caso base de la prueba inductiva.) De lo contrario, hay cuatro casos a considerar para la k-ésima iteración del bucle principal.

• Si j > n, entonces el subarreglo A[j .. n] está vacío, así que min{A[i .. m] ∪ A[j .. n]} = A[i].

• Si i > m, entonces el subarreglo A[i .. m] está vacío, así que min{A[i .. m] ∪ A[j .. n]} = A[j].

• De lo contrario, si A[i] < A[j], entonces min{A[i .. m] ∪ A[j .. n]} = A[i].

• De lo contrario, debemos tener A[i] ≥ A[j], y min{A[i .. m] ∪ A[j .. n]} = A[j].

En los cuatro casos, B[k] se asigna correctamente al elemento más pequeño de A[i .. m] ∪ A[j .. n]. En los dos casos con la asignación B[k] ← A[i], el Hada de la Recursión combina correctamente —perdón, quiero decir que la Hipótesis de Inducción implica que las últimas n − k iteraciones del bucle principal combinan correctamente A[i + 1 .. m] y A[j .. n] en B[k + 1 .. n]. De manera similar, en los otros dos casos, el Hada de la Recursión también combina correctamente el resto de los subarreglos.

**Teorema 1.2.** MergeSort ordena correctamente cualquier arreglo de entrada A[1 .. n].

**Prueba:** Demostramos el teorema por inducción en n. Si n ≤ 1, el algoritmo correctamente no hace nada. De lo contrario, el Hada de la Recursión ordena correctamente —perdón, quiero decir que la hipótesis de inducción implica que nuestro algoritmo ordena correctamente los dos subarreglos más pequeños A[1 .. m] y A[m + 1 .. n], después de lo cual se combinan correctamente en un solo arreglo ordenado (por el Lema 1.1). □

**Análisis**

Porque el algoritmo MergeSort es recursivo, su tiempo de ejecución se expresa naturalmente como una recurrencia. Merge claramente toma tiempo O(n), porque es un bucle for simple con trabajo constante por iteración. Obtenemos inmediatamente la siguiente recurrencia para MergeSort:

T(n) = T(⌈n/2⌉) + T(⌊n/2⌋) + O(n).

Como en la mayoría de las recurrencias de divide y vencerás, podemos descartar con seguridad los pisos y techos (usando una técnica llamada transformaciones de dominio descrita más adelante en este capítulo), dándonos la recurrencia más simple T(n) = 2T(n/2) + O(n). El caso "todos los niveles iguales" del método del árbol de recursión (también descrito más adelante en este capítulo) implica inmediatamente la solución de forma cerrada T(n) = O(n log n). Incluso si no estás (aún) familiarizado con árboles de recursión, puedes verificar la solución T(n) = O(n log n) por inducción.

**1.5 Quicksort**

Quicksort es otro algoritmo de ordenamiento recursivo, descubierto por Tony Hoare en 1959 y publicado por primera vez en 1961. En este algoritmo, el trabajo duro es dividir el arreglo en subarreglos más pequeños antes de la recursión, para que combinar los subarreglos ordenados sea trivial.

1. Elige un elemento pivote del arreglo.
2. Particiona el arreglo en tres subarreglos que contengan los elementos menores que el pivote, el elemento pivote mismo, y los elementos mayores que el pivote.
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**Entrada:   
Elegir un pivote:**

**Particionar:**

**Recurrir Izquierda:   
Recurrir Derecha:**

**Figura 1.7.** Un ejemplo de quicksort.

Se da pseudocódigo más detallado en la Figura 1.8. En la subrutina Partition, el parámetro de entrada p es el índice del elemento pivote en el arreglo no ordenado; la subrutina particiona el arreglo y devuelve el nuevo índice del elemento pivote. Hay muchos algoritmos de partición eficientes diferentes; el que estoy presentando aquí se atribuye a Nico Lomuto⁶. La variable ℓ cuenta el número de elementos en el arreglo que son menores que el elemento pivote.
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**Figura 1.8.** Quicksort

**Corrección**

Al igual que mergesort, probar que QuickSort es correcto requiere dos pruebas de inducción separadas: una para probar que Partition particiona correctamente el arreglo, y la otra para probar que QuickSort ordena correctamente asumiendo que Partition es correcto. Para probar que Partition es correcto, necesitamos probar el siguiente invariante del bucle: Al final de cada iteración del bucle principal, todo en el subarreglo A[1 .. ℓ] es menor que A[n], y nada en el subarreglo A[ℓ + 1 .. i] es menor que A[n]. Dejaré los detalles directos pero tediosos restantes como ejercicios para el lector.

**Análisis**

El análisis de quicksort también es similar al de mergesort. Partition claramente se ejecuta en tiempo O(n), porque es un bucle for simple con trabajo constante por iteración. Para QuickSort, obtenemos una recurrencia que depende de r, el rango del elemento pivote elegido:

T(n) = T(r − 1) + T(n − r) + O(n)

Si pudiéramos de alguna manera elegir mágicamente siempre el pivote para que sea el elemento mediano del arreglo A, tendríamos r = ⌈n/2⌉, los dos subproblemas serían lo más cercano posible al mismo tamaño, la recurrencia se convertiría en

T(n) = T(⌈n/2⌉ − 1) + T(⌊n/2⌋) + O(n) ≤ 2T(n/2) + O(n),

y tendríamos T(n) = O(n log n) usando el método del árbol de recursión o el método aún más simple "Oh sí, ya resolvimos esa recurrencia para mergesort".

De hecho, como veremos más adelante en este capítulo, realmente podemos localizar el elemento mediano en un arreglo no ordenado en tiempo lineal, pero el algoritmo es bastante complicado, y la constante oculta en la notación O(·) es lo suficientemente grande como para hacer que el algoritmo de ordenamiento resultante sea impráctico. En la práctica, la mayoría de los programadores se conforman con algo simple, como elegir el primer o último elemento del arreglo. En este caso, r puede tomar cualquier valor entre 1 y n, así que tenemos

T(n) = max₁≤r≤n {T(r − 1) + T(n − r) + O(n)}.

En el peor caso, los dos subproblemas están completamente desequilibrados —ya sea r = 1 o r = n— y la recurrencia se convierte en T(n) ≤ T(n − 1) + O(n). La solución es T(n) = O(n²).

Otra heurística común se llama "mediana de tres" —elegir tres elementos (usualmente al principio, en el medio y al final del arreglo), y tomar la mediana de esos tres elementos como el pivote. Aunque esta heurística es algo más eficiente en la práctica que solo elegir un elemento, especialmente cuando el arreglo ya está (casi) ordenado, todavía podemos tener r = 2 o r = n − 1 en el peor caso. Con la heurística mediana de tres, la recurrencia se convierte en T(n) ≤ T(1) + T(n − 2) + O(n), cuya solución sigue siendo T(n) = O(n²).

Intuitivamente, el elemento pivote debería "usualmente" caer en algún lugar en el medio del arreglo, digamos con rango entre n/10 y 9n/10. Esta observación sugiere que el tiempo de ejecución de "caso promedio" debería ser O(n log n). Aunque esta intuición puede formalizarse, la formalización más común hace la suposición completamente irrealista de que todas las permutaciones del arreglo de entrada son igualmente probables. ¡Los datos del mundo real pueden ser aleatorios, pero no son aleatorios de ninguna manera que podamos predecir de antemano, y ciertamente no son uniformes!⁷

Ocasionalmente la gente también considera el tiempo de ejecución de "mejor caso" por alguna razón. No lo haremos.

**1.6 El Patrón**

Tanto mergesort como quicksort siguen un patrón general de tres pasos llamado divide y vencerás:

1. Divide la instancia dada del problema en varias instancias independientes más pequeñas de exactamente el mismo problema.
2. Delega cada instancia más pequeña al Hada de la Recursión.
3. Combina las soluciones para las instancias más pequeñas en la solución final para la instancia dada.

Si el tamaño de cualquier instancia cae por debajo de algún umbral constante, abandonamos la recursión y resolvemos el problema directamente, por fuerza bruta, en tiempo constante.

Probar que un algoritmo de divide y vencerás es correcto casi siempre requiere inducción. Analizar el tiempo de ejecución requiere establecer y resolver una recurrencia, que usualmente (¡pero desafortunadamente no siempre!) puede resolverse usando árboles de recursión.

**1.7 Árboles de Recursión**

Entonces, ¿qué son estos "árboles de recursión" de los que sigo hablando? Los árboles de recursión son una herramienta simple, general y pictórica para resolver recurrencias de divide y vencerás. Un árbol de recursión es un árbol con raíz con un nodo para cada subproblema recursivo. El valor de cada nodo es la cantidad de tiempo gastado en el subproblema correspondiente excluyendo las llamadas recursivas. Así, el tiempo total de ejecución del algoritmo es la suma de los valores de todos los nodos en el árbol.

Para hacer esta idea más concreta, imagina un algoritmo de divide y vencerás que gasta O(f(n)) tiempo en trabajo no recursivo, y luego hace r llamadas recursivas, cada una en un problema de tamaño n/c. Hasta factores constantes (que podemos ocultar en la notación O()), el tiempo de ejecución de este algoritmo está gobernado por la recurrencia

T(n) = r T(n/c) + f(n).

La raíz del árbol de recursión para T(n) tiene valor f(n) y r hijos, cada uno de los cuales es la raíz de un árbol de recursión (definido recursivamente) para T(n/c). Equivalentemente, un árbol de recursión es un árbol r-ario completo donde cada nodo en profundidad d contiene el valor f(n/c^d). (Siéntete libre de asumir que n es una potencia entera de c, para que n/c^d sea siempre un entero, aunque de hecho esto no importa.)

En la práctica, recomiendo dibujar los primeros dos o tres niveles del árbol, como en la Figura 1.9.

**Figura 1.9.** Un árbol de recursión para la recurrencia T(n) = r T(n/c) + f(n)

Las hojas del árbol de recursión corresponden a los casos base de la recurrencia. Porque solo estamos buscando límites asintóticos, el caso base preciso en realidad no importa; podemos asumir con seguridad T(n) = 1 para todo n ≤ n₀, donde n₀ es una constante positiva arbitraria. En particular, podemos elegir cualquier valor de n₀ que sea más conveniente para nuestro análisis. Para este ejemplo, elegiré n₀ = 1.

Ahora T(n) es la suma de todos los valores en el árbol de recursión; podemos evaluar esta suma considerando el árbol nivel por nivel. Para cada entero i, el i-ésimo nivel del árbol tiene exactamente r^i nodos, cada uno con valor f(n/c^i). Así,

T(n) = Σᵢ₌₀ᴸ r^i · f(n/c^i) (Σ)

donde L es la profundidad del árbol. Nuestro caso base n₀ = 1 implica inmediatamente L = log\_c n, porque n/c^L = n₀ = 1. Se sigue que el número de hojas en el árbol de recursión es exactamente r^L = r^(log\_c n) = n^(log\_c r). Así, el último término en la suma nivel por nivel (Σ) es n^(log\_c r) · f(1) = O(n^(log\_c r)), porque f(1) = O(1).

Hay tres casos comunes donde la serie nivel por nivel (Σ) es especialmente fácil de evaluar:

• **Decreciente:** Si la serie decae exponencialmente —cada término es un factor constante más pequeño que el término anterior— entonces T(n) = O(f(n)). En este caso, la suma está dominada por el valor en la raíz del árbol de recursión.

• **Igual:** Si todos los términos en la serie son iguales, inmediatamente tenemos T(n) = O(f(n) · L) = O(f(n) log n). (La constante c se desvanece en la notación O().)

• **Creciente:** Si la serie crece exponencialmente —cada término es un factor constante más grande que el término anterior— entonces T(n) = O(n^(log\_c r)). En este caso, la suma está dominada por el número de hojas en el árbol de recursión.

En el primer y tercer casos, solo el término más grande en la serie geométrica importa; todos los otros términos son absorbidos por la notación O(·). En el caso decreciente, ni siquiera tenemos que calcular L; el límite superior asintótico seguiría siendo válido si el árbol de recursión fuera infinito!

Como ejemplo elemental, si dibujamos los primeros niveles del árbol de recursión para la recurrencia (simplificada) de mergesort T(n) = 2T(n/2) + O(n), descubrimos que todos los niveles son iguales, lo que implica inmediatamente T(n) = O(n log n).

**Figura 1.10.** El árbol de recursión para mergesort

La técnica del árbol de recursión también puede usarse para algoritmos donde los subproblemas recursivos tienen tamaños diferentes. Por ejemplo, si pudiéramos de alguna manera implementar quicksort para que el pivote siempre caiga en el tercio medio del arreglo ordenado, el tiempo de ejecución en el peor caso satisfaría la recurrencia

T(n) ≤ T(n/3) + T(2n/3) + O(n).

Esta recurrencia podría verse aterradora, pero en realidad es bastante manejable. Si dibujamos algunos niveles del árbol de recursión resultante, rápidamente nos damos cuenta de que la suma de valores en cualquier nivel es a lo sumo n —los niveles más profundos podrían estar perdiendo algunos nodos— y todo el árbol tiene profundidad log₃/₂ n = O(log n). Se sigue inmediatamente que T(n) = O(n log n). (Además, el número de niveles completos en el árbol de recursión es log₃ n = Ω(log n), así que este análisis conservador puede mejorarse por a lo sumo un factor constante, lo que para nuestros propósitos significa que no puede mejorarse en absoluto.) El hecho de que el árbol de recursión esté desequilibrado simplemente no importa.

Como ejemplo más extremo, la recurrencia de peor caso para quicksort T(n) = T(n − 1) + T(1) + O(n) nos da un árbol de recursión completamente desequilibrado, donde un hijo de cada nodo interno es una hoja. La suma nivel por nivel no cae en ninguna de nuestras tres categorías por defecto, pero aún podemos derivar la solución T(n) = O(n²) observando que cada valor de nivel es a lo sumo n y hay a lo sumo n niveles. (Nuevamente, este análisis conservador es ajustado, porque n/2 niveles cada uno tiene valor al menos n/2.)

**Figura 1.11.** Árboles de recursión para quicksort con buenos pivotes (izquierda) y con pivotes de peor caso (derecha)

**♥ Ignorar Pisos y Techos Está Bien, En Serio**

Los lectores cuidadosos podrían objetar que nuestro análisis pasa por alto un detalle importante. El tiempo de ejecución de mergesort no obedece realmente la recurrencia T(n) = 2T(n/2) + O(n); después de todo, el tamaño de entrada n podría ser impar, ¿y qué podría significar posiblemente ordenar un arreglo de tamaño 421/2 o 177/8? La recurrencia real de mergesort es algo más desordenada:

T(n) = T(⌈n/2⌉) + T(⌊n/2⌋) + O(n).

Claro, podríamos verificar que T(n) = O(n log n) usando inducción, pero los cálculos necesarios serían horribles. Afortunadamente, hay una técnica simple para eliminar pisos y techos de las recurrencias, llamada transformación de dominio.

• Primero, porque estamos derivando un límite superior, podemos sobreestimar con seguridad T(n), una vez pretendiendo que los dos tamaños de subproblema son iguales, y nuevamente para eliminar el techo⁸:

T(n) ≤ 2T(⌈n/2⌉) + n ≤ 2T(n/2 + 1) + n.

• Segundo, definimos una nueva función S(n) = T(n + α), eligiendo la constante α para que S(n) satisfaga la recurrencia más simple S(n) ≤ 2S(n/2) + O(n). Para encontrar la constante correcta α, derivamos una recurrencia para S de nuestra recurrencia dada para T:

S(n) = T(n + α) [definición de S] ≤ 2T(n/2 + α/2 + 1) + n + α [recurrencia para T]  
= 2S(n/2 − α/2 + 1) + n + α [definición de S]

Establecer α = 2 simplifica esta recurrencia a S(n) ≤ 2S(n/2) + n + 2, que es exactamente lo que queríamos.

• Finalmente, el método del árbol de recursión implica S(n) = O(n log n), y por lo tanto

T(n) = S(n − 2) = O((n − 2) log(n − 2)) = O(n log n),

exactamente como se prometió.

Se pueden usar transformaciones de dominio similares para eliminar pisos, techos e incluso términos de orden menor de cualquier recurrencia de divide y vencerás. Pero ahora que nos damos cuenta de esto, ¡no necesitamos molestarnos en analizar los detalles nunca más! De ahora en adelante, enfrentado con cualquier recurrencia de divide y vencerás, silenciosamente pasaré por alto pisos y techos y términos de orden menor, y te animo a hacer lo mismo.

**♥ 1.8 Selección en Tiempo Lineal**

Durante nuestra discusión de quicksort, afirmé de pasada que podemos encontrar la mediana de un arreglo no ordenado en tiempo lineal. El primer algoritmo de este tipo fue descubierto por Manuel Blum, Bob Floyd, Vaughan Pratt, Ron Rivest y Bob Tarjan a principios de los años 1970. Su algoritmo en realidad resuelve el problema más general de seleccionar el k-ésimo elemento más pequeño en un arreglo de n elementos, dados el arreglo y el entero k como entrada, usando una variante de un algoritmo llamado quickselect o quicksort de un brazo. Quickselect fue descrito por primera vez por Tony Hoare en 1961, literalmente en la misma página donde publicó por primera vez quicksort.

**Quickselect**

El algoritmo genérico quickselect elige un elemento pivote, particiona el arreglo usando la misma subrutina Partition que QuickSort, y luego busca recursivamente solo uno de los dos subarreglos, específicamente, el que contiene el k-ésimo elemento más pequeño del arreglo de entrada original. Se da pseudocódigo para quickselect en la Figura 1.12.

QuickSelect(A[1 .. n], k):

if n = 1

return A[1]

else

Choose a pivot element A[p]

r ← Partition(A[1 .. n], p)

if k < r

return QuickSelect(A[1 .. r − 1], k)

else if k > r

return QuickSelect(A[r + 1 .. n], k − r)

else

return A[r]

**Figura 1.12.** Quickselect, o quicksort de un brazo

Este algoritmo tiene dos características importantes. Primero, al igual que quicksort, la corrección de quickselect no depende de cómo se elige el pivote. Segundo, incluso si realmente solo nos importa seleccionar medianas (el caso especial k = n/2), la estrategia recursiva de Hoare requiere que consideremos el problema de selección más general; la mediana del arreglo de entrada A[1 .. n] casi nunca es la mediana de ninguno de los dos subarreglos más pequeños A[1 .. r − 1] o A[r + 1 .. n].

El tiempo de ejecución en el peor caso de QuickSelect obedece una recurrencia similar a QuickSort. No conocemos el valor de r, o cuál de los dos subarreglos buscaremos recursivamente, así que tenemos que asumir lo peor.

T(n) ≤ max₁≤r≤n max{T(r − 1), T(n − r)} + O(n)

Podemos simplificar la recurrencia ligeramente dejando que ℓ denote la longitud del subproblema recursivo:

T(n) ≤ max₀≤ℓ≤n−1 T(ℓ) + O(n)

Si el elemento pivote elegido es siempre el elemento más pequeño o más grande en el arreglo, la recurrencia se simplifica a T(n) = T(n − 1) + O(n), lo que implica T(n) = O(n²). (El árbol de recursión para esta recurrencia es solo un camino simple.)

**Buenos pivotes**

Podríamos evitar este comportamiento cuadrático en el peor caso si pudiéramos de alguna manera elegir mágicamente un buen pivote, significando ℓ ≤ αn para alguna constante α < 1. En este caso, la recurrencia se simplificaría a

T(n) ≤ T(αn) + O(n).

Esta recurrencia se expande en una serie geométrica decreciente, que está dominada por su término más grande, así que T(n) = O(n). (Nuevamente, el árbol de recursión es solo un camino simple. La constante en el tiempo de ejecución O(n) depende de la constante α.)

En otras palabras, si pudiéramos de alguna manera encontrar rápidamente un elemento que esté incluso cerca de la mediana en tiempo lineal, podríamos encontrar la mediana exacta en tiempo lineal. Así que ahora todo lo que necesitamos es un Hada de la Mediana Aproximada. El algoritmo de Blum-Floyd-Pratt-Rivest-Tarjan elige un buen pivote de quickselect calculando recursivamente la mediana de un subconjunto cuidadosamente elegido del arreglo de entrada. ¡El Hada de la Mediana Aproximada es solo el Hada de la Recursión disfrazada!

Específicamente, dividimos el arreglo de entrada en ⌈n/5⌉ bloques, cada uno conteniendo exactamente 5 elementos, excepto posiblemente el último. (Si el último bloque no está lleno, solo agrega algunos ∞s.) Calculamos la mediana de cada bloque por fuerza bruta, recolectamos esas medianas en un nuevo arreglo M[1 .. ⌈n/5⌉], y luego calculamos recursivamente la mediana de este nuevo arreglo. Finalmente, usamos la mediana de las medianas de bloques (llamada "mom" en el pseudocódigo abajo) como el pivote de quickselect.

MomSelect(A[1 .. n], k):

if n ≤ 25 《《o lo que sea》》

use brute force

else

m ← ⌈n/5⌉

for i ← 1 to m

M[i] ← MedianOfFive(A[5i − 4 .. 5i]) 《《¡Fuerza bruta!》》

mom ← MomSelect(M[1 .. m], ⌊m/2⌋) 《《¡Recursión!》》

r ← Partition(A[1 .. n], mom)

if k < r

return MomSelect(A[1 .. r − 1], k) 《《¡Recursión!》》

else if k > r

return MomSelect(A[r + 1 .. n], k − r) 《《¡Recursión!》》

else

return mom

MomSelect usa recursión para dos propósitos diferentes; la primera vez para elegir un elemento pivote (mom), y la segunda vez para buscar a través de las entradas en un lado de ese pivote.

**Análisis**

¿Pero por qué es esto rápido? La primera idea clave es que la mediana de medianas es un buen pivote. Mom es mayor que ⌊⌈n/5⌉/2⌋ − 1 ≈ n/10 medianas de bloques, y cada mediana de bloque es mayor que otros dos elementos en su bloque. Así, mom es mayor que al menos 3n/10 elementos en el arreglo de entrada; simétricamente, mom es menor que al menos 3n/10 elementos. Así, en el peor caso, la segunda llamada recursiva busca un arreglo de tamaño a lo sumo 7n/10.

Podemos visualizar el comportamiento del algoritmo dibujando el arreglo de entrada como una cuadrícula de 5 × ⌈n/5⌉, donde cada columna representa cinco elementos consecutivos. Para propósitos de ilustración, imagina que ordenamos cada columna de arriba hacia abajo, y luego ordenamos las columnas por su elemento medio. (¡Déjame enfatizar que el algoritmo no hace esto realmente!) En este arreglo, la mediana de medianas es el elemento más cercano al centro de la cuadrícula.

La mitad izquierda de las primeras tres filas de la cuadrícula contiene 3n/10 elementos, cada uno de los cuales es menor que mom. Si el elemento que estamos buscando es mayor que mom, nuestro algoritmo descartará todo lo que sea menor que mom, incluyendo esos 3n/10 elementos, antes de recurrir. Así, la entrada al subproblema recursivo contiene a lo sumo 7n/10 elementos. Un argumento simétrico implica que si nuestro elemento objetivo es menor que mom, descartamos al menos 3n/10 elementos mayores que mom, así que la entrada a nuestro subproblema recursivo tiene a lo sumo 7n/10 elementos.

Está bien, así que mom es un buen pivote, pero nuestro algoritmo aún hace dos llamadas recursivas en lugar de solo una; ¿cómo probamos tiempo lineal? La segunda idea clave es que el tamaño total de los dos subproblemas recursivos es un factor constante menor que el tamaño del arreglo de entrada original. El tiempo de ejecución en el peor caso del algoritmo obedece la recurrencia

T(n) ≤ T(n/5) + T(7n/10) + O(n).

Si dibujamos el árbol de recursión para esta recurrencia, observamos que el trabajo total en cada nivel del árbol de recursión es a lo sumo 9/10 del trabajo total en el nivel anterior. Así, las sumas de nivel decaen exponencialmente, dándonos la solución T(n) = O(n). (Nuevamente, el hecho de que el árbol de recursión esté desequilibrado es completamente inmaterial.) ¡Hurra! ¡Gracias, Mamá!

**Verificación de Cordura**

En este punto, muchos estudiantes preguntan sobre esa constante mágica 5. ¿Por qué elegimos ese tamaño de bloque particular? La respuesta es que 5 es el tamaño de bloque impar más pequeño que nos da decaimiento exponencial en el análisis del árbol de recursión! (Los tamaños de bloque pares introducen complicaciones adicionales.) Si hubiéramos usado bloques de tamaño 3 en su lugar, la recurrencia de tiempo de ejecución sería

T(n) ≤ T(n/3) + T(2n/3) + O(n).

¡Hemos visto esta recurrencia antes! Cada nivel del árbol de recursión tiene valor total a lo sumo n, y la profundidad del árbol de recursión es log₃/₂ n = O(log n), así que la solución a esta recurrencia es T(n) ≤ O(n log n). (Además, este análisis es ajustado, porque el árbol de recursión tiene log₃ n niveles completos.) La selección de mediana de medianas usando bloques de 3 elementos no es más rápida que ordenar.

Un análisis más fino revela que la constante oculta por la notación O() es bastante grande, incluso si solo contamos comparaciones. Seleccionar la mediana de 5 elementos requiere a lo sumo 6 comparaciones, así que necesitamos a lo sumo 6n/5 comparaciones para establecer el subproblema recursivo. Particionar ingenuamente el arreglo después de la llamada recursiva requeriría n − 1 comparaciones, pero ya conocemos 3n/10 elementos mayores que el pivote y 3n/10 elementos menores que el pivote, así que particionar en realidad requiere solo 2n/5 comparaciones adicionales. Así, una recurrencia más precisa para el número de comparaciones en el peor caso es

T(n) ≤ T(n/5) + T(7n/10) + 8n/5.

El método del árbol de recursión implica el límite superior

T(n) ≤ (8n/5) ∑ᵢ≥₀ (9/10)ⁱ = (8n/5) · 10 = 16n.

En la práctica, la selección de mediana de medianas no es tan lenta como este análisis de peor caso predice —obtener un pivote de peor caso en cada nivel de recursión es increíblemente improbable— pero aún es más lenta que ordenar para arreglos incluso moderadamente grandes⁹.

⁹De hecho, la forma correcta de elegir el elemento pivote en la práctica es elegirlo uniformemente al azar. Entonces el número esperado de comparaciones requeridas para encontrar la mediana es a lo sumo 4n. Ve mis notas de algoritmos aleatorios en http://algorithms.wtf para más detalles.

**1.9 Multiplicación Rápida**

En el capítulo anterior, vimos dos algoritmos antiguos para multiplicar dos números de n dígitos en tiempo O(n²): el algoritmo de lattice de escuela primaria y el algoritmo del campesino egipcio.

Tal vez podamos obtener un algoritmo más eficiente dividiendo los arreglos de dígitos por la mitad y explotando la siguiente identidad:

(10ᵐa + b)(10ᵐc + d) = 10²ᵐac + 10ᵐ(bc + ad) + bd

Esta recurrencia sugiere inmediatamente el siguiente algoritmo de divide y vencerás para multiplicar dos números de n dígitos x e y. Cada uno de los cuatro subproductos ac, bc, ad y bd se calcula recursivamente, pero las multiplicaciones en la última línea no son recursivas, porque podemos multiplicar por una potencia de diez desplazando los dígitos hacia la izquierda y llenando el número correcto de ceros, todo en tiempo O(n).

SplitMultiply(x, y, n):

if n = 1

return x · y

else

m ← ⌈n/2⌉

a ← ⌊x/10ᵐ⌋; b ← x mod 10ᵐ 《《x = 10ᵐa + b》》

c ← ⌊y/10ᵐ⌋; d ← y mod 10ᵐ 《《y = 10ᵐc + d》》

e ← SplitMultiply(a, c, m)

f ← SplitMultiply(b, d, m)

g ← SplitMultiply(b, c, m)

h ← SplitMultiply(a, d, m)

return 10²ᵐe + 10ᵐ(g + h) + f

La corrección de este algoritmo se sigue fácilmente por inducción. El tiempo de ejecución para este algoritmo sigue la recurrencia

T(n) = 4T(⌈n/2⌉) + O(n).

El método del árbol de recursión transforma esta recurrencia en una serie geométrica creciente, lo que implica T(n) = O(n^(log₂ 4)) = O(n²). De hecho, este algoritmo multiplica cada dígito de x con cada dígito de y, igual que el algoritmo de lattice.

Así que supongo que eso no funcionó. Muy mal. Era una buena idea.

A mediados de los años 1950, Andrei Kolmogorov, uno de los gigantes de las matemáticas del siglo XX, conjeturó públicamente que no hay algoritmo para multiplicar dos números de n dígitos en tiempo subcuadrático. Kolmogorov organizó un seminario en la Universidad de Moscú en 1960, donde reafirmó su "conjetura n²" y planteó varios problemas relacionados que planeaba discutir en futuras reuniones. Casi exactamente una semana después, un estudiante de 23 años llamado Anatolii Karatsuba presentó a Kolmogorov un contraejemplo notable. Según el propio Karatsuba,

Después del seminario le dije a Kolmogorov sobre el nuevo algoritmo y sobre la refutación de la conjetura n². Kolmogorov estaba muy agitado porque esto contradecía su conjetura muy plausible. En la siguiente reunión del seminario, Kolmogorov mismo les dijo a los participantes sobre mi método, y en ese punto el seminario fue terminado.

Karatsuba observó que el coeficiente medio bc + ad puede calcularse de los otros dos coeficientes ac y bd usando solo una multiplicación recursiva más, a través de la siguiente identidad algebraica:

ac + bd − (a − b)(c − d) = bc + ad

Este truco nos permite reemplazar las cuatro llamadas recursivas en el algoritmo anterior con solo tres llamadas recursivas, como se muestra abajo:

FastMultiply(x, y, n):

if n = 1

return x · y

else

m ← ⌈n/2⌉

a ← ⌊x/10ᵐ⌋; b ← x mod 10ᵐ 《《x = 10ᵐa + b》》

c ← ⌊y/10ᵐ⌋; d ← y mod 10ᵐ 《《y = 10ᵐc + d》》

e ← FastMultiply(a, c, m)

f ← FastMultiply(b, d, m)

g ← FastMultiply(a − b, c − d, m)

return 10²ᵐe + 10ᵐ(e + f − g) + f

El tiempo de ejecución del algoritmo FastMultiply de Karatsuba sigue la recurrencia

T(n) ≤ 3T(⌈n/2⌉) + O(n)

Una vez más, el método del árbol de recursión transforma esta recurrencia en una serie geométrica creciente, pero la nueva solución es solo T(n) = O(n^(log₂ 3)) = O(n^1.58496), una mejora significativa sobre nuestro límite de tiempo cuadrático anterior¹⁰.

El algoritmo de Karatsuba posiblemente lanzó el diseño y análisis de algoritmos como un campo formal de estudio.

Podemos llevar la idea de Karatsuba aún más lejos, dividiendo los números en más piezas y combinándolos de maneras más complicadas, para obtener algoritmos de multiplicación aún más rápidos. Andrei Toom descubrió una familia infinita de algoritmos que dividen cualquier entero en k partes, cada una con n/k dígitos, y luego calculan el producto usando solo 2k − 1 multiplicaciones recursivas; los algoritmos de Toom fueron simplificados más por Stephen Cook en su tesis doctoral. Para cualquier k fijo, el algoritmo Toom-Cook se ejecuta en tiempo O(n^(1+1/(lg k))), donde la constante oculta en la notación O(·) depende de k.

Finalmente, esta estrategia de divide y vencerás llevó a Gauss (sí, realmente) al descubrimiento de la transformada rápida de Fourier¹¹. El algoritmo FFT básico mismo se ejecuta en tiempo O(n log n); sin embargo, usar FFTs para multiplicación de enteros incurre en algún overhead adicional pequeño. El primer algoritmo de multiplicación de enteros basado en FFT, publicado por Arnold Schönhage y Volker Strassen en 1971, se ejecuta en tiempo O(n log n log log n). Schönhage-Strassen permaneció como el algoritmo de multiplicación de enteros teóricamente más rápido durante varias décadas, antes de que Martin Fürer descubriera la primera de una larga serie de mejoras técnicas. Finalmente, en 2019, David Harvey y Joris van der Hoeven publicaron un algoritmo que se ejecuta en tiempo O(n log n)¹².

**1.10 Exponenciación**

Dados un número a y un entero positivo n, supongamos que queremos calcular aⁿ. El método ingenuo estándar es un bucle for simple que realiza n − 1 multiplicaciones por a:

SlowPower(a, n):

x ← a

for i ← 2 to n

x ← x · a

return x

Este algoritmo iterativo requiere n multiplicaciones.

El parámetro de entrada a podría ser un entero, o un racional, o un número de punto flotante. De hecho, no necesita ser un número en absoluto, siempre que sea algo que sepamos cómo multiplicar. Por ejemplo, el mismo algoritmo puede usarse para calcular potencias módulo algún número finito (una operación comúnmente usada en algoritmos de criptografía) o para calcular potencias de matrices (una operación usada para evaluar recurrencias y calcular caminos más cortos en grafos). Porque no sabemos qué tipo de objeto estamos multiplicando, no podemos saber cuánto tiempo requiere una sola multiplicación, así que nos vemos forzados a analizar el tiempo de ejecución en términos del número de multiplicaciones.

Hay un método de divide y vencerás mucho más rápido, originalmente propuesto por el prosodista indio Piṅgala en el siglo II aec, que usa la siguiente fórmula recursiva simple:

aⁿ = { 1 si n = 0 (aⁿ/²)² si n > 0 y n es par (a⌊ⁿ/²⌋)² · a de lo contrario }

PiṅgalaPower(a, n):

if n = 1

return a

else

x ← PiṅgalaPower(a, ⌊n/2⌋)

if n is even

return x · x

else

return x · x · a

El número total de multiplicaciones realizadas por este algoritmo satisface la recurrencia T(n) ≤ T(n/2) + 2. El método del árbol de recursión inmediatamente nos da la solución T(n) = O(log n).

Un algoritmo de exponenciación casi idéntico también puede derivarse directamente del algoritmo de multiplicación del campesino egipcio del capítulo anterior, reemplazando suma con multiplicación (y en particular, reemplazando duplación con cuadrado).

aⁿ = { 1 si n = 0 (a²)ⁿ/² si n > 0 y n es par (a²)⌊ⁿ/²⌋ · a de lo contrario }

PeasantPower(a, n):

if n = 1

return a

else if n is even

return PeasantPower(a², n/2)

else

return PeasantPower(a², ⌊n/2⌋) · a

Este algoritmo —que podría llamarse razonablemente "cuadrado y mediación"— también realiza solo O(log n) multiplicaciones.

Ambos algoritmos son asintóticamente óptimos; cualquier algoritmo que calcule aⁿ debe realizar al menos Ω(log n) multiplicaciones, porque cada multiplicación a lo sumo duplica la potencia más grande calculada hasta ahora. De hecho, cuando n es una potencia de dos, ambos algoritmos requieren exactamente log₂ n multiplicaciones, lo que es exactamente óptimo. Sin embargo, hay métodos ligeramente más rápidos para otros valores de n. Por ejemplo, PiṅgalaPower y PeasantPower cada uno calcula a¹⁵ usando seis multiplicaciones, pero de hecho solo cinco multiplicaciones son necesarias:

• Piṅgala: a → a² → a³ → a⁶ → a⁷ → a¹⁴ → a¹⁵ • Campesino: a → a² → a⁴ → a⁸ → a¹² → a¹⁴ → a¹⁵  
• Óptimo: a → a² → a³ → a⁵ → a¹⁰ → a¹⁵

Es una pregunta abierta de larga data si el número absoluto mínimo de multiplicaciones para un exponente dado n puede calcularse eficientemente.

**EJERCICIOS**

**Torre de Hanoi**

1. Demuestra que el algoritmo recursivo original de la Torre de Hanoi realiza exactamente la misma secuencia de movimientos —los mismos discos, hacia y desde las mismas clavijas, en el mismo orden— que cada uno de los siguientes algoritmos no recursivos. Las clavijas están etiquetadas 0, 1 y 2, y nuestro problema es mover una pila de n discos desde la clavija 0 a la clavija 2 (como se muestra en la página 24).

(a) Si n es par, intercambia las clavijas 1 y 2. En el i-ésimo paso, haz el único movimiento legal que evite la clavija i mod 3. Si no hay movimiento legal, entonces todos los discos están en la clavija i mod 3, y el rompecabezas está resuelto.

(b) Para el primer movimiento, mueve el disco 1 a la clavija 1 si n es par y a la clavija 2 si n es impar. Luego haz repetidamente el único movimiento legal que involucre un disco diferente del movimiento anterior. Si no existe tal movimiento, el rompecabezas está resuelto.

(c) Pretende que los discos n + 1, n + 2 y n + 3 están en el fondo de las clavijas 0, 1 y 2, respectivamente. Haz repetidamente el único movimiento legal que satisfaga las siguientes restricciones, hasta que no sea posible tal movimiento.

• No coloques un disco impar directamente encima de otro disco impar. • No coloques un disco par directamente encima de otro disco par. • No deshagas el movimiento anterior.

(d) Sea ρ(n) el entero más pequeño k tal que n/2ᵏ no es un entero. Por ejemplo, ρ(42) = 2, porque 42/2¹ es un entero pero 42/2² no lo es. (Equivalentemente, ρ(n) es uno más que la posición del 1 menos significativo en la representación binaria de n.) Debido a que su comportamiento se asemeja a las marcas en una regla, ρ(n) a veces se llama la función regla.

RulerHanoi(n):

i ← 1

while ρ(i) ≤ n

if n − i is even

move disk ρ(i) forward 《《0 → 1 → 2 → 0》》

else

move disk ρ(i) backward 《《0 → 2 → 1 → 0》》

i ← i + 1

1. La Torre de Hanoi es un descendiente relativamente reciente de un rompecabezas mecánico mucho más antiguo conocido como los anillos chinos enlazados, Baguenaudier, Anillos de Cardan, Meleda, Paciencia, Hierros Fatigantes, Cerradura del Prisionero, Spin-Out, y muchos otros nombres. Este rompecabezas ya era bien conocido tanto en China como en Europa en el siglo XVI. El matemático italiano Luca Pacioli describió el rompecabezas de 7 anillos y su solución en su tratado no publicado De Viribus Quantitatis, escrito entre 1498 y 1506¹³; solo unos pocos años después, el poeta de la dinastía Ming Yang Shen describió el rompecabezas de 9 anillos como "un juguete para mujeres y niños". El rompecabezas se atribuye apocríficamente a un general chino del siglo II, quien le dio el rompecabezas a su esposa para ocupar su tiempo mientras él estaba en la guerra.

**Figura 1.16.** El Baguenaudier de 7 anillos, de Récréations Mathématiques por Édouard Lucas (1891) (Ver Créditos de Imagen al final del libro.)

El rompecabezas Baguenaudier tiene muchas formas físicas, pero una de las más comunes consiste en un bucle de metal largo y varios anillos, que están conectados a una base sólida por varillas móviles. El bucle inicialmente se enhebra a través de los anillos como se muestra en la Figura 1.16; el objetivo del rompecabezas es quitar el bucle.

Más abstractamente, podemos modelar el rompecabezas como una secuencia de bits, uno para cada anillo, donde el i-ésimo bit es 1 si el bucle pasa a través del i-ésimo anillo y 0 de lo contrario. (Aquí indexamos los anillos de derecha a izquierda, como se muestra en la Figura 1.16.) El rompecabezas permite dos movimientos legales:

• Siempre puedes voltear el 1er (= más a la derecha) bit. • Si la cadena de bits termina con exactamente z 0s, puedes voltear el (z + 2)-ésimo bit.

El objetivo del rompecabezas es transformar una cadena de n 1s en una cadena de n 0s.

Por ejemplo, la siguiente secuencia de 21 movimientos resuelve el rompecabezas de 5 anillos:

11111 →¹ 11110 →³ 11010 →¹ 11011 →² 11001 →¹ 11000  
→⁵ 01000 →¹ 01001 →² 01011 →³ 01111 →¹ 01110  
→² 01010 →¹ 01011 →⁴ 00011 →¹ 00010 →² 00000  
→³ 00100 →¹ 00101 →² 00111 →¹ 00110 →¹ 00100 →¹ 00000 ♦

(a) Llama a una secuencia de movimientos reducida si ningún movimiento es el inverso del movimiento anterior. Demuestra que para cualquier entero no negativo n, hay exactamente una secuencia reducida de movimientos que resuelve el rompecabezas Baguenaudier de n anillos. [Pista: Este problema es mucho más fácil si ya estás familiarizado con grafos.]

(b) Describe un algoritmo para resolver el rompecabezas Baguenaudier. Tu entrada es el número de anillos n; tu algoritmo debería imprimir una secuencia reducida de movimientos que resuelva el rompecabezas. Por ejemplo, dado el entero 5 como entrada, tu algoritmo debería imprimir la secuencia 1, 3, 1, 2, 1, 5, 1, 2, 1, 3, 1, 2, 1, 4, 1, 2, 1, 3, 1, 2, 1.

(c) ¿Exactamente cuántos movimientos realiza tu algoritmo, como función de n? Demuestra que tu respuesta es correcta.

1. Un capítulo menos familiar en la historia de la Torre de Hanoi es su breve reubicación del templo de Benares a Pisa a principios del siglo XIII¹⁴. La reubicación fue organizada por el rico comerciante-matemático Leonardo Fibonacci, a pedido del Emperador del Sacro Imperio Romano Federico II, quien había escuchado informes del templo de soldados que regresaban de las Cruzadas. Las Torres de Pisa y sus monjes asistentes se hicieron famosos, ayudando a establecer a Pisa como un centro comercial dominante en la península italiana.

Desafortunadamente, casi tan pronto como el templo fue movido, una de las agujas de diamante comenzó a inclinarse hacia un lado. Para evitar la posibilidad de que la torre inclinada se cayera por demasiado uso, Fibonacci convenció a los sacerdotes de adoptar una regla más relajada: Cualquier número de discos en la aguja inclinada pueden moverse juntos a otra aguja en un solo movimiento. Seguía estando prohibido colocar un disco más grande encima de un disco más pequeño, y los discos tenían que moverse uno a la vez hacia la aguja inclinada o entre las dos agujas verticales.

**Figura 1.17.** Las Torres de Pisa. En el quinto movimiento, dos discos se quitan de la aguja inclinada.

Gracias a la nueva regla de Fibonacci, los sacerdotes podían provocar el fin del universo algo más rápido desde Pisa de lo que podían desde Benares. Afortunadamente, el templo fue movido de Pisa de vuelta a Benares después de que el recién coronado Papa Gregorio IX excomulgara a Federico II, haciendo que los sacerdotes locales fueran menos comprensivos a hospedar herejes extranjeros con hábitos matemáticos extraños. Poco después, se erigió una torre campanario en el lugar donde una vez estuvo el templo; también comenzó a inclinarse casi inmediatamente.

Describe un algoritmo para transferir una pila de n discos de una aguja vertical a la otra aguja vertical, usando el menor número posible de movimientos. ¿Exactamente cuántos movimientos realiza tu algoritmo?

1. Considera las siguientes variantes restringidas del rompecabezas de la Torre de Hanoi. En cada problema, las clavijas están numeradas 0, 1 y 2, y tu tarea es mover una pila de n discos desde la clavija 0 a la clavija 2, exactamente como en el problema 1.

(a) Supón que tienes prohibido mover cualquier disco directamente entre la clavija 1 y la clavija 2; cada movimiento debe involucrar la clavija 0. Describe un algoritmo para resolver esta versión del rompecabezas en tan pocos movimientos como sea posible. ¿Exactamente cuántos movimientos hace tu algoritmo?

♣♥(b) Supón que solo puedes mover discos de la clavija 0 a la clavija 2, de la clavija 2 a la clavija 1, o de la clavija 1 a la clavija 0. Equivalentemente, supón que las clavijas están dispuestas en círculo y numeradas en orden horario, y solo puedes mover discos en sentido antihorario. Describe un algoritmo para resolver esta versión del rompecabezas en tan pocos movimientos como sea posible. ¿Cuántos movimientos hace tu algoritmo?

♣♥(c) Finalmente, supón que tu única restricción es que nunca puedes mover un disco directamente de la clavija 0 a la clavija 2. Describe un algoritmo para resolver esta versión del rompecabezas en tan pocos movimientos como sea posible. ¿Cuántos movimientos hace tu algoritmo? [Pista: ¡Matrices! Esta variante es considerablemente más difícil de analizar que las otras dos.]

1. Considera la siguiente variante más compleja del rompecabezas de la Torre de Hanoi. El rompecabezas tiene una fila de k clavijas, numeradas del 1 al k. En un solo turno, puedes mover el disco más pequeño en la clavija i a la clavija i − 1 o a la clavija i + 1, para cualquier índice i; como es usual, no puedes colocar un disco más grande en un disco más pequeño. Tu misión es mover una pila de n discos desde la clavija 1 a la clavija k.

(a) Describe un algoritmo recursivo para el caso k = 3. ¿Exactamente cuántos movimientos hace tu algoritmo? (Esto es exactamente lo mismo que el problema 4(a).)

(b) Describe un algoritmo recursivo para el caso k = n + 1 que requiera a lo sumo O(n³) movimientos. [Pista: Usa la parte (a).]

♥(c) Describe un algoritmo recursivo para el caso k = n + 1 que requiera a lo sumo O(n²) movimientos. [Pista: No uses la parte (a).]

♥(d) Describe un algoritmo recursivo para el caso k = √n que requiera a lo sumo un número polinomial de movimientos. (¿Cuál polinomio??)

♥(e) Describe y analiza un algoritmo recursivo para n y k arbitrarios. ¿Qué tan pequeño debe ser k (como función de n) para que el número de movimientos esté acotado por un polinomio en n?

**Árboles de Recursión**

1. Usa árboles de recursión para resolver cada una de las siguientes recurrencias.

A(n) = 2A(n/4) + √n B(n) = 2B(n/4) + n C(n) = 2C(n/4) + n²  
D(n) = 3D(n/3) + √n E(n) = 3E(n/3) + n F(n) = 3F(n/3) + n²  
G(n) = 4G(n/2) + √n H(n) = 4H(n/2) + n I(n) = 4I(n/2) + n²

1. Usa árboles de recursión para resolver cada una de las siguientes recurrencias.

(j) J(n) = J(n/2) + J(n/3) + J(n/6) + n  
(k) K(n) = K(n/2) + 2K(n/3) + 3K(n/4) + n²  
(l) L(n) = L(n/15) + L(n/10) + 2L(n/6) + √n

♥8. Usa árboles de recursión para resolver cada una de las siguientes recurrencias.

(m) M(n) = 2M(n/2) + O(n log n)  
(n) N(n) = 2N(n/2) + O(n/ log n)  
(p) P(n) = √n P(√n) + n  
(q) Q(n) = √2n Q(√2n) + √n

**Ordenamiento**

1. Supón que te dan una pila de n panqueques de diferentes tamaños. Quieres ordenar los panqueques para que los panqueques más pequeños estén encima de los panqueques más grandes. La única operación que puedes realizar es un volteo —insertar una espátula bajo los k panqueques superiores, para algún entero k entre 1 y n, y voltearlos todos.

**Figura 1.19.** Volteando los cuatro panqueques superiores.

(a) Describe un algoritmo para ordenar una pila arbitraria de n panqueques usando O(n) volteos. ¿Exactamente cuántos volteos realiza tu algoritmo en el peor caso?¹⁵ [Pista: Este problema no tiene nada que ver con la Torre de Hanoi.]

(b) Para cada entero positivo n, describe una pila de n panqueques que requiera Ω(n) volteos para ordenar.

(c) Ahora supón que un lado de cada panqueque está quemado. Describe un algoritmo para ordenar una pila arbitraria de n panqueques, para que el lado quemado de cada panqueque mire hacia abajo, usando O(n) volteos. ¿Exactamente cuántos volteos realiza tu algoritmo en el peor caso?

1. Recuerda que la heurística mediana de tres examina el primer, último y elemento medio del arreglo, y usa la mediana de esos tres elementos como pivote de quicksort. Demuestra que quicksort con la heurística mediana de tres requiere tiempo Ω(n²) para ordenar un arreglo de tamaño n en el peor caso. Específicamente, para cualquier entero n, describe una permutación de los enteros 1 hasta n, tal que en cada llamada recursiva a mediana-de-tres-quicksort, el pivote sea siempre el segundo elemento más pequeño del arreglo. Diseñar esta permutación requiere conocimiento íntimo de la subrutina Partition.

(a) Como ejercicio de calentamiento, asume que la subrutina Partition es estable, significando que preserva el orden existente de todos los elementos menores que el pivote, y preserva el orden existente de todos los elementos menores que el pivote.

♥(b) Asume que la subrutina Partition usa el algoritmo específico listado en la página 29, que no es estable.

1. (a) ¡Oye, Moe! ¡Oye, Larry! ¡Demuestra que el siguiente algoritmo realmente ordena su entrada!

StoogeSort(A[0 .. n − 1]):

if n = 2 and A[0] > A[1]

swap A[0] ↔ A[1]

else if n > 2

m = ⌈2n/3⌉

StoogeSort(A[0 .. m − 1])

StoogeSort(A[n − m .. n − 1])

StoogeSort(A[0 .. m − 1])

(b) ¿StoogeSort seguiría ordenando correctamente si reemplazáramos m = ⌈2n/3⌉ con m = ⌊2n/3⌋? Justifica tu respuesta.

(c) Establece una recurrencia (incluyendo el(los) caso(s) base) para el número de comparaciones ejecutadas por StoogeSort.

(d) Resuelve la recurrencia, y demuestra que tu solución es correcta. [Pista: Ignora el techo.]

(e) Demuestra que el número de intercambios ejecutados por StoogeSort es a lo sumo (n₂).

1. El siguiente algoritmo de ordenamiento cruel e inusual fue propuesto por Gary Miller:

Cruel(A[1 .. n]):

if n > 1

Cruel(A[1 .. n/2])

Cruel(A[n/2 + 1 .. n])

Unusual(A[1 .. n])

Unusual(A[1 .. n]):

if n = 2

if A[1] > A[2] 《《¡la única comparación!》》

swap A[1] ↔ A[2]

else

for i ← 1 to n/4 《《intercambiar 2do y 3er cuartos》》

swap A[i + n/4] ↔ A[i + n/2]

Unusual(A[1 .. n/2]) 《《recurrir en la mitad izquierda》》

Unusual(A[n/2 + 1 .. n]) 《《recurrir en la mitad derecha》》

Unusual(A[n/4 + 1 .. 3n/4]) 《《recurrir en la mitad media》》

Las comparaciones realizadas por este algoritmo no dependen en absoluto de los valores en el arreglo de entrada; tal algoritmo de ordenamiento se llama inconsciente. Asume para este problema que el tamaño de entrada n es siempre una potencia de 2.

(a) Demuestra por inducción que Cruel ordena correctamente cualquier arreglo de entrada. [Pista: Considera un arreglo que contenga n/4 1s, n/4 2s, n/4 3s y n/4 4s. ¿Por qué es suficiente este caso especial?]

(b) Demuestra que Cruel no ordenaría correctamente si removiéramos el bucle for de Unusual.

(c) Demuestra que Cruel no ordenaría correctamente si intercambiáramos las últimas dos líneas de Unusual.

(d) ¿Cuál es el tiempo de ejecución de Unusual? Justifica tu respuesta.

(e) ¿Cuál es el tiempo de ejecución de Cruel? Justifica tu respuesta.

1. Una inversión en un arreglo A[1 .. n] es un par de índices (i, j) tal que i < j y A[i] > A[j]. El número de inversiones en un arreglo de n elementos está entre 0 (si el arreglo está ordenado) y (n₂) (si el arreglo está ordenado al revés). Describe y analiza un algoritmo para contar el número de inversiones en un arreglo de n elementos en tiempo O(n log n). [Pista: Modifica mergesort.]
2. (a) Supón que te dan dos conjuntos de n puntos, un conjunto {p₁, p₂, ..., pₙ} en la línea y = 0 y el otro conjunto {q₁, q₂, ..., qₙ} en la línea y = 1. Crea un conjunto de n segmentos de línea conectando cada punto pᵢ al punto correspondiente qᵢ. Describe y analiza un algoritmo de divide y vencerás para determinar cuántos pares de estos segmentos de línea se intersectan, en tiempo O(n log n). [Pista: Ve el problema anterior.]

(b) Ahora supón que te dan dos conjuntos {p₁, p₂, ..., pₙ} y {q₁, q₂, ..., qₙ} de n puntos en el círculo unitario. Conecta cada punto pᵢ al punto correspondiente qᵢ. Describe y analiza un algoritmo de divide y vencerás para determinar cuántos pares de estos segmentos de línea se intersectan en tiempo O(n log² n). [Pista: Usa tu solución a la parte (a).]

♥(c) Describe un algoritmo para la parte (b) que se ejecute en tiempo O(n log n). [Pista: ¡Usa tu solución de la parte (b)!]

**Figura 1.20.** Once pares de segmentos que se intersectan con extremos en líneas paralelas, y diez pares de segmentos que se intersectan con extremos en un círculo.

1. (a) Describe un algoritmo que ordene un arreglo de entrada A[1 .. n] llamando a una subrutina SqrtSort(k), que ordena el subarreglo A[k + 1 .. k + √n] in situ, dado un entero arbitrario k entre 0 y n − √n como entrada. (Para simplificar el problema, asume que √n es un entero.) Tu algoritmo solo puede inspeccionar o modificar el arreglo de entrada llamando a SqrtSort; en particular, tu algoritmo no debe comparar, mover o copiar elementos del arreglo directamente. ¿Cuántas veces llama tu algoritmo a SqrtSort en el peor caso?

♣(b) Demuestra que tu algoritmo de la parte (a) es óptimo hasta factores constantes. En otras palabras, si f(n) es el número de veces que tu algoritmo llama a SqrtSort, demuestra que ningún algoritmo puede ordenar usando o(f(n)) llamadas a SqrtSort.

(c) Ahora supón que SqrtSort está implementado recursivamente, llamando a tu algoritmo de ordenamiento de la parte (a). Por ejemplo, en el segundo nivel de recursión, el algoritmo está ordenando arreglos de tamaño aproximadamente n^(1/4). ¿Cuál es el tiempo de ejecución en el peor caso del algoritmo de ordenamiento resultante? (Para simplificar el análisis, asume que el tamaño del arreglo n tiene la forma 2^(2^k), para que las raíces cuadradas repetidas sean siempre enteros.)

**Selección**

1. Supón que nos dan un conjunto S de n elementos, cada uno con un valor y un peso. Para cualquier elemento x ∈ S, definimos dos subconjuntos

• S<x es el conjunto de elementos de S cuyo valor es menor que el valor de x. • S>x es el conjunto de elementos de S cuyo valor es mayor que el valor de x.

Para cualquier subconjunto R ⊆ S, sea w(R) la suma de los pesos de los elementos en R. La mediana ponderada de R es cualquier elemento x tal que w(S<x) ≤ w(S)/2 y w(S>x) ≤ w(S)/2.

Describe y analiza un algoritmo para calcular la mediana ponderada de un conjunto ponderado dado en tiempo O(n). Tu entrada consiste en dos arreglos no ordenados S[1 .. n] y W[1 .. n], donde para cada índice i, el i-ésimo elemento tiene valor S[i] y peso W[i]. Puedes asumir que todos los valores son distintos y todos los pesos son positivos.

1. (a) Describe un algoritmo para determinar en tiempo O(n) si un arreglo arbitrario A[1 .. n] contiene más de n/4 copias de cualquier valor.

(b) Describe y analiza un algoritmo para determinar, dado un arreglo arbitrario A[1 .. n] y un entero k, si A contiene más de k copias de cualquier valor. Expresa el tiempo de ejecución de tu algoritmo como función de n y k.

No uses hashing, o radix sort, o cualquier otro método que dependa de los valores precisos de entrada, en oposición a su orden.

1. Describe un algoritmo para calcular la mediana de un arreglo A[1 .. 5] de números distintos usando a lo sumo 6 comparaciones. En lugar de escribir pseudocódigo, describe tu algoritmo usando un árbol de decisión: Un árbol binario donde cada nodo interno contiene una comparación de la forma "A[i] ≷ A[j]?" y cada hoja contiene un índice en el arreglo.

**Figura 1.21.** Encontrando la mediana de un arreglo de 3 elementos usando a lo sumo 3 comparaciones

1. Considera la generalización del algoritmo MomSelect de Blum-Floyd-Pratt-Rivest-Tarjan mostrado en la Figura 1.22, que particiona el arreglo de entrada en ⌈n/b⌉ bloques de tamaño b, en lugar de ⌈n/5⌉ bloques de tamaño 5, pero es idéntico en todo lo demás.

MombSelect(A[1 .. n], k):

if n ≤ b²

use brute force

else

m ← ⌈n/b⌉

for i ← 1 to m

M[i] ← MedianOfB(A[b(i − 1) + 1 .. bi])

momb ← MombSelect(M[1 .. m], ⌊m/2⌋)

r ← Partition(A[1 .. n], momb)

if k < r

return MombSelect(A[1 .. r − 1], k)

else if k > r

return MombSelect(A[r + 1 .. n], k − r)

else

return momb

**Figura 1.22.** Una familia parametrizada de algoritmos de selección; ver problema 19.

(a) Establece una recurrencia para el tiempo de ejecución de MombSelect, asumiendo que b es una constante (para que la subrutina MedianOfB se ejecute en tiempo O(1)). En particular, ¿cómo dependen los tamaños de los subproblemas recursivos de la constante b? Considera b par y b impar por separado.

(b) ¿Cuál es el tiempo de ejecución en el peor caso de Mom1Select? [Pista: Esta es una pregunta trampa.]

♣♥(c) ¿Cuál es el tiempo de ejecución en el peor caso de Mom2Select? [Pista: ¡Esta es una pregunta injusta!]

♥(d) ¿Cuál es el tiempo de ejecución en el peor caso de Mom3Select? Encontrar un límite superior en el tiempo de ejecución es directo; la parte difícil es mostrar que este análisis es realmente ajustado. [Pista: Ver problema 10.]

♥(e) ¿Cuál es el tiempo de ejecución en el peor caso de Mom4Select? Nuevamente, la parte difícil es mostrar que el análisis no puede mejorarse¹⁶.

(f) Para cualquier constante b ≥ 5, el algoritmo MombSelect se ejecuta en tiempo O(n), pero diferentes valores de b llevan a diferentes factores constantes. Sea M(b) el número mínimo de comparaciones requeridas para encontrar la mediana de b números. El valor exacto de M(b) se conoce solo para b ≤ 13:

| **b** | **1** | **2** | **3** | **4** | **5** | **6** | **7** | **8** | **9** | **10** | **11** | **12** | **13** |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| M(b) | 0 | 1 | 3 | 4 | 6 | 8 | 10 | 12 | 14 | 16 | 18 | 20 | 23 |

Para cada b entre 5 y 13, encuentra un límite superior en el tiempo de ejecución de MombSelect de la forma T(n) ≤ αbn para alguna constante explícita αb. (Por ejemplo, en la página 39 mostramos que α₅ ≤ 16.)

(g) ¿Qué valor de b produce la constante más pequeña αb? [Pista: Esta es una pregunta trampa!]

1. Demuestra que la variante del algoritmo Select de Blum-Floyd-Pratt-Rivest-Tarjan mostrada en la Figura 1.23, que usa una capa extra de medianas pequeñas para elegir el pivote principal, se ejecuta en tiempo O(n).

MomomSelect(A[1 .. n], k):

if n ≤ 81

use brute force

else

m ← ⌈n/3⌉

for i ← 1 to m

M[i] ← MedianOf3(A[3i − 2 .. 3i])

mm ← ⌈m/3⌉

for j ← 1 to mm

Mom[j] ← MedianOf3(M[3j − 2 .. 3j])

momom ← MomomSelect(Mom[1 .. mm], ⌊mm/2⌋)

r ← Partition(A[1 .. n], momom)

if k < r

return MomomSelect(A[1 .. r − 1], k)

else if k > r

return MomomSelect(A[r + 1 .. n], k − r)

else

return momom

**Figura 1.23.** Selección por mediana de mamás; ver problema 20).

1. (a) Supón que nos dan dos arreglos ordenados A[1 .. n] y B[1 .. n]. Describe un algoritmo para encontrar el elemento mediano en la unión de A y B en tiempo Θ(log n). Puedes asumir que los arreglos no contienen elementos duplicados.

(b) Supón que nos dan dos arreglos ordenados A[1 .. m] y B[1 .. n] y un entero k. Describe un algoritmo para encontrar el k-ésimo elemento más pequeño en A ∪ B en tiempo Θ(log(m + n)). Por ejemplo, si k = 1, tu algoritmo debería devolver el elemento más pequeño de A ∪ B.) [Pista: Usa tu solución a la parte (a).]

♥(c) Ahora supón que nos dan tres arreglos ordenados A[1 .. n], B[1 .. n] y C[1 .. n], y un entero k. Describe un algoritmo para encontrar el k-ésimo elemento más pequeño en A ∪ B ∪ C en tiempo O(log n).

(d) Finalmente, supón que nos dan un arreglo bidimensional A[1 .. m, 1 .. n] en el cual cada fila A[i,·] está ordenada, y un entero k. Describe un algoritmo para encontrar el k-ésimo elemento más pequeño en A tan rápido como sea posible. ¿Cómo depende el tiempo de ejecución de tu algoritmo de m? [Pista: Resuelve el problema 16 primero.]

**Aritmética**

1. En 1854, arqueólogos descubrieron tablillas de arcilla sumerias, talladas alrededor del 2000 aec, que listan los cuadrados de enteros hasta 59. Este descubrimiento llevó a algunos académicos a conjeturar que los antiguos sumerios realizaban multiplicación por reducción a cuadrado, usando una identidad como x · y = (x² + y² − (x − y)²)/2. Desafortunadamente, esos mismos académicos guardan silencio sobre cómo los sumerios supuestamente elevaban al cuadrado números más grandes. Cuatro mil años después, ¡finalmente podemos rescatar a estos matemáticos sumerios de sus vidas de trabajo pesado a través del poder de la recursión!

(a) Describe una variante del algoritmo de Karatsuba que eleva al cuadrado cualquier número de n dígitos en tiempo O(n^(lg 3)), reduciendo a elevar al cuadrado tres números de ⌈n/2⌉ dígitos. (Karatsuba realmente hizo esto en 1960.)

(b) Describe un algoritmo recursivo que eleva al cuadrado cualquier número de n dígitos en tiempo O(n^(log₃ 6)), reduciendo a elevar al cuadrado seis números de ⌈n/3⌉ dígitos.

♥(c) Describe un algoritmo recursivo que eleva al cuadrado cualquier número de n dígitos en tiempo O(n^(log₃ 5)), reduciendo a elevar al cuadrado solo cinco números de (n/3 + O(1)) dígitos. [Pista: ¿Qué es (a + b + c)² + (a − b + c)²?]

1. (a) Describe y analiza una variante del algoritmo de Karatsuba que multiplica cualquier número de m dígitos y cualquier número de n dígitos, para cualquier n ≥ m, en tiempo O(n m^(lg 3−1)).

(b) Describe un algoritmo para calcular la representación decimal de 2ⁿ en tiempo O(n^(lg 3)), usando el algoritmo de la parte (a) como subrutina. (El algoritmo estándar que calcula un dígito a la vez requiere tiempo Θ(n²).)

(c) Describe un algoritmo de divide y vencerás para calcular la representación decimal de un número binario arbitrario de n bits en tiempo O(n^(lg 3)). [Pista: Cuidado con un factor log extra en el tiempo de ejecución.]

♥(d) Supón que podemos multiplicar dos números de n dígitos en tiempo O(M(n)). Describe un algoritmo para calcular la representación decimal de un número binario arbitrario de n bits en tiempo O(M(n) log n). [Pista: El análisis es la parte difícil; usa una transformación de dominio.]

1. Considera el siguiente algoritmo recursivo clásico para calcular el factorial n! de un entero no negativo n:

Factorial(n):

if n = 0

return 1

else

return n · Factorial(n − 1)

(a) ¿Cuántas multiplicaciones realiza este algoritmo?

(b) ¿Cuántos bits se requieren para escribir n! en binario? Expresa tu respuesta en la forma Θ(f(n)), para alguna función familiar f(n). [Pista: (n/2)^(n/2) < n! < n^n.]

(c) Tu respuesta a (b) debería convencerte de que el número de multiplicaciones no es una buena estimación del tiempo real de ejecución de Factorial. Podemos multiplicar cualquier número de k dígitos y cualquier número de l dígitos en tiempo O(k · l) usando el algoritmo de lattice o duplación y mediación. ¿Cuál es el tiempo de ejecución de Factorial si usamos este algoritmo de multiplicación como subrutina?

(d) El siguiente algoritmo recursivo también calcula la función factorial, pero usando una agrupación diferente de las multiplicaciones:

Falling(n, m): 《《Calcular n!/(n − m)!》》

if m = 0

return 1

else if m = 1

return n

else

return Falling(n, ⌊m/2⌋) · Falling(n − ⌊m/2⌋, ⌈m/2⌉)

¿Cuál es el tiempo de ejecución de Falling(n, n) si usamos multiplicación de escuela primaria? [Pista: Como es usual, ignora los pisos y techos.]

(e) Describe y analiza una variante del algoritmo de Karatsuba que multiplica cualquier número de k dígitos y cualquier número de l dígitos, para cualquier k ≥ l, en tiempo O(k · l^(lg 3−1)) = O(k · l^0.585).

♥(f) ¿Cuáles son los tiempos de ejecución de Factorial(n) y Falling(n, n) si usamos la multiplicación Karatsuba modificada de la parte (e)?

1. El máximo común divisor de dos enteros positivos x e y, denotado gcd(x, y), es el entero más grande d tal que tanto x/d como y/d son enteros. Los Elementos de Euclides, escritos alrededor del 300 aec, describe el siguiente algoritmo recursivo para calcular gcd(x, y)¹⁷:

EuclidGCD(x, y):

if x = y

return x

else if x > y

return EuclidGCD(x − y, y)

else

return EuclidGCD(x, y − x)

(a) Demuestra que EuclidGCD calcula correctamente gcd(x, y)¹⁸. Específicamente: i. Demuestra que EuclidGCD(x, y) divide tanto x como y. ii. Demuestra que cada divisor de x e y es un divisor de EuclidGCD(x, y).

(b) ¿Cuál es el tiempo de ejecución en el peor caso de EuclidGCD(x, y), como función de x e y? (Asume que calcular x − y toma tiempo O(log x + log y).)

(c) Demuestra que el siguiente algoritmo también calcula gcd(x, y):

FastEuclidGCD(x, y):

if y = 0

return x

else if x > y

return FastEuclidGCD(y, x mod y)

else

return FastEuclidGCD(x, y mod x)

(d) ¿Cuál es el tiempo de ejecución en el peor caso de FastEuclidGCD(x, y), como función de x e y? (Asume que calcular x mod y toma tiempo O(log x · log y).)

(e) Demuestra que el siguiente algoritmo también calcula gcd(x, y):

BinaryGCD(x, y):

if x = y

return x

else if x and y are both even

return 2 · BinaryGCD(x/2, y/2)

else if x is even

return BinaryGCD(x/2, y)

else if y is even

return BinaryGCD(x, y/2)

else if x > y

return BinaryGCD((x − y)/2, y)

else

return BinaryGCD(x, (y − x)/2)

(f) ¿Cuál es el tiempo de ejecución en el peor caso de BinaryGCD(x, y), como función de x e y? (Asume que calcular x − y toma tiempo O(log x + log y), y calcular z/2 requiere tiempo O(log z).)

**Arreglos**

1. Supón que te dan un tablero de ajedrez de 2ⁿ × 2ⁿ con un cuadrado (elegido arbitrariamente) removido. Describe y analiza un algoritmo para calcular un mosaico del tablero sin huecos o superposiciones por fichas en forma de L, cada una compuesta de 3 cuadrados. Tu entrada es el entero n y dos enteros de n bits representando la fila y columna del cuadrado faltante. La salida es una lista de las posiciones y orientaciones de (4ⁿ − 1)/3 fichas. Tu algoritmo debería ejecutarse en tiempo O(4ⁿ). [Pista: Primero demuestra que tal mosaico siempre existe.]
2. Eres un visitante en una convención política (o tal vez una reunión de facultad) con n delegados; cada delegado es miembro de exactamente un partido político. Es imposible decir a qué partido político pertenece cualquier delegado; en particular, serás sumariamente expulsado de la convención si preguntas. Sin embargo, puedes determinar si cualquier par de delegados pertenece al mismo partido presentándolos entre sí. Los miembros del mismo partido político siempre se saludan con sonrisas y apretones de manos amistosos; los miembros de diferentes partidos siempre se saludan con miradas furiosas e insultos¹⁹.

(a) Supón que más de la mitad de los delegados pertenecen al mismo partido político. Describe un algoritmo eficiente que identifique a todos los miembros de este partido mayoritario.

(b) Ahora supón que hay más de dos partidos, pero un partido tiene una pluralidad: más personas pertenecen a ese partido que a cualquier otro partido. Presenta un procedimiento práctico para elegir precisamente a las personas del partido de pluralidad tan parsimoniosa­mente como sea posible, presumiendo que el partido de pluralidad está compuesto de al menos p personas. Por favor.

1. La Isla Smullyan tiene tres tipos de habitantes: los caballeros siempre dicen la verdad; los bribones siempre mienten; y los normales a veces dicen la verdad y a veces no. Todos en la isla conocen el nombre y tipo de todos los demás (caballero, bribón o normal). Quieres aprender el tipo de cada habitante.

Puedes pedirle a cualquier habitante que te diga el tipo de cualquier otro habitante. Específicamente, si preguntas "Oye X, ¿cuál es el tipo de Y?" entonces X responderá como sigue:

• Si X es un caballero, entonces X responderá con el tipo correcto de Y. • Si X es un bribón, entonces X podría responder con cualquiera de los tipos que Y no es. • Si X es un normal, entonces X podría responder con cualquiera de los tres tipos.

Los habitantes ignorarán cualquier pregunta que no sea de esta forma precisa; en particular, no puedes preguntarle a un habitante sobre su propio tipo. Hacer la misma pregunta al mismo habitante múltiples veces siempre produce la misma respuesta, así que no tiene sentido hacer cualquier pregunta más de una vez.

(a) Supón que sabes que una mayoría estricta de habitantes son caballeros. Describe un algoritmo eficiente para identificar el tipo de cada habitante.

(b) Demuestra que si a lo sumo la mitad de los habitantes son caballeros, es imposible determinar el tipo de cada habitante.

1. La mayoría del hardware gráfico incluye soporte para una operación de bajo nivel llamada blit, o transferencia de bloque, que copia rápidamente un fragmento rectangular de un mapa de píxeles (un arreglo bidimensional de valores de píxel) de una ubicación a otra. Esta es una versión bidimensional de la función estándar de biblioteca C memcpy().

Supón que queremos rotar un mapa de píxeles de n × n 90° en sentido horario. Una forma de hacer esto, al menos cuando n es una potencia de dos, es dividir el mapa de píxeles en cuatro bloques de n/2 × n/2, mover cada bloque a su posición apropiada usando una secuencia de cinco blits, y luego rotar recursivamente cada bloque. (¿Por qué cinco? Por la misma razón que el rompecabezas de la Torre de Hanoi necesita una tercera clavija.) Alternativamente, podríamos primero rotar recursivamente los bloques y luego blitearlos en su lugar.

**Figura 1.24.** Dos algoritmos para rotar un mapa de píxeles.

(a) Demuestra que ambas versiones del algoritmo son correctas cuando n es una potencia de 2.

(b) ¿Exactamente cuántos blits realiza el algoritmo cuando n es una potencia de 2?

(c) Describe cómo modificar el algoritmo para que funcione para n arbitrario, no solo potencias de 2. ¿Cuántos blits realiza tu algoritmo modificado?

(d) ¿Cuál es el tiempo de ejecución de tu algoritmo si un blit de k × k toma tiempo O(k²)?

(e) ¿Qué pasa si un blit de k × k toma solo tiempo O(k)?

1. Un arreglo A[0 .. n − 1] de n números distintos es bitónico si hay índices únicos i y j tales que A[(i − 1) mod n] < A[i] > A[(i + 1) mod n] y A[(j − 1) mod n] > A[j] < A[(j + 1) mod n]. En otras palabras, una secuencia bitónica consiste de una secuencia creciente seguida por una secuencia decreciente, o puede desplazarse circularmente para convertirse en tal. Por ejemplo,

4 6 9 8 7 5 1 2 3 es bitónica, pero  
3 6 9 8 7 5 1 2 4 no es bitónica.

Describe y analiza un algoritmo para encontrar el elemento más pequeño en un arreglo bitónico de n elementos en tiempo O(log n). Puedes asumir que los números en el arreglo de entrada son distintos.

1. Supón que nos dan un arreglo A[1 .. n] de n enteros distintos, que podrían ser positivos, negativos o cero, ordenados en orden creciente para que A[1] < A[2] < ··· < A[n].

(a) Describe un algoritmo rápido que calcule un índice i tal que A[i] = i o reporte correctamente que no existe tal índice.

(b) Supón que sabemos de antemano que A[1] > 0. Describe un algoritmo aún más rápido que calcule un índice i tal que A[i] = i o reporte correctamente que no existe tal índice. [Pista: Esto es realmente fácil.]

1. Supón que nos dan un arreglo A[1 .. n] con la propiedad especial de que A[1] ≥ A[2] y A[n − 1] ≤ A[n]. Decimos que un elemento A[x] es un mínimo local si es menor o igual que ambos sus vecinos, o más formalmente, si A[x − 1] ≥ A[x] y A[x] ≤ A[x + 1]. Por ejemplo, hay seis mínimos locales en el siguiente arreglo:

9 ↓ 7 7 2 ↓ 1 3 7 5 ↓ 4 7 ↓ 3 ↓ 3 4 8 ↓ 6 9

Obviamente podemos encontrar un mínimo local en tiempo O(n) escaneando a través del arreglo. Describe y analiza un algoritmo que encuentre un mínimo local en tiempo O(log n). [Pista: Con las condiciones de frontera dadas, el arreglo debe tener al menos un mínimo local. ¿Por qué?]

1. Supón que te dan un arreglo ordenado de n números distintos que ha sido rotado k pasos, para algún entero desconocido k entre 1 y n − 1. Es decir, se te da un arreglo A[1 .. n] tal que algún prefijo A[1 .. k] está ordenado en orden creciente, el sufijo correspondiente A[k + 1 .. n] está ordenado en orden creciente, y A[n] < A[1].

Por ejemplo, podrías recibir el siguiente arreglo de 16 elementos (donde k = 10):

9 13 16 18 19 23 28 31 37 42 1 3 4 5 7 8

(a) Describe y analiza un algoritmo para calcular el entero desconocido k.

(b) Describe y analiza un algoritmo para determinar si el arreglo dado contiene un número dado x.

1. Al final del segundo acto del blockbuster de acción Fast and Impossible XIII¾: The Last Guardians of Expendable Justice Reloaded, el villano Dr. Metaphor hipnotiza a toda la Liga/Fuerza/Escuadrón de Héroes, los organiza en una línea larga al borde de un acantilado, e instruye a cada héroe a disparar a los héroes más altos más cercanos a su izquierda y derecha, a una señal preestablecida.

Supón que nos dan las alturas de todos los n héroes, en orden de izquierda a derecha, en un arreglo Ht[1 .. n]. (Para evitar argumentos salariales, los productores insistieron en que no dos héroes tienen la misma altura.) Entonces podemos calcular los objetivos Izquierdo y Derecho de cada héroe en tiempo O(n²) usando el siguiente algoritmo de fuerza bruta.

WhoTargetsWhom(Ht[1 .. n]):

for j ← 1 to n

《《Encontrar el objetivo izquierdo L[j] para el héroe j》》

L[j] ← None

for i ← 1 to j − 1

if Ht[i] > Ht[j]

L[j] ← i

《《Encontrar el objetivo derecho R[j] para el héroe j》》

R[j] ← None

for k ← n down to j + 1

if Ht[k] > Ht[j]

R[j] ← k

return L[1 .. n], R[1 .. n]

(a) Describe un algoritmo de divide y vencerás que calcule la salida de WhoTargetsWhom en tiempo O(n log n).

(b) Demuestra que al menos ⌊n/2⌋ de los n héroes son objetivos. Es decir, demuestra que los arreglos de salida R[0 .. n − 1] y L[0 .. n − 1] contienen al menos ⌊n/2⌋ valores distintos (distintos de None).

(c) ¡Ay, el plan diabólico del Dr. Metaphor es exitoso! A la señal preestablecida, todos los héroes disparan simultáneamente a sus objetivos, y todos los objetivos caen por el acantilado, aparentemente muertos. Metaphor repite su experimento diabólico una y otra vez; después de cada masacre, obliga a los héroes restantes a elegir nuevos objetivos, siguiendo el mismo algoritmo, y luego disparar a sus objetivos en la siguiente señal. Eventualmente, solo el miembro más bajo del Equipo/Alianza/Grupo de Héroes queda vivo²⁰.

Describe y analiza un algoritmo para calcular el número de rondas antes de que el proceso mortal del Dr. Metaphor finalmente termine. Para crédito completo, tu algoritmo debería ejecutarse en tiempo O(n).

1. Eres un concursante en el exitoso programa de juegos "¡Vence a Tus Vecinos!" Se te presenta una cuadrícula de m × n de cajas, cada una conteniendo un número único. Cuesta $100 abrir una caja. Tu objetivo es encontrar una caja cuyo número sea más grande que sus vecinos en la cuadrícula (arriba, abajo, izquierda y derecha). Si gastas menos dinero que cualquiera de tus oponentes, ganas un viaje de una semana para dos a Las Vegas y un suministro de un año de Rice-A-Ronti™, al cual eres irremediablemente adicto.

(a) Supón m = 1. Describe un algoritmo que encuentre un número que sea más grande que cualquiera de sus vecinos. ¿Cuántas cajas abre tu algoritmo en el peor caso?

♥(b) Supón m = n. Describe un algoritmo que encuentre un número que sea más grande que cualquiera de sus vecinos. ¿Cuántas cajas abre tu algoritmo en el peor caso?

♣♥(c) Demuestra que tu solución a la parte (b) es óptima hasta un factor constante.

1. (a) Sea n = 2ℓ − 1 para algún entero positivo ℓ. Supón que alguien afirma tener un arreglo no ordenado A[1 .. n] de cadenas de ℓ bits distintas; así, exactamente una cadena de ℓ bits no aparece en A. Supón además que la única forma en que podemos acceder a A es llamando a la función FetchBit(i, j), que devuelve el j-ésimo bit de la cadena A[i] en tiempo O(1). Describe un algoritmo para encontrar la cadena faltante en A usando solo O(n) llamadas a FetchBit.

♥(b) Ahora supón n = 2ℓ − k para algunos enteros positivos k y ℓ, y nuevamente se nos da un arreglo A[1 .. n] de cadenas de ℓ bits distintas. Describe un algoritmo para encontrar las k cadenas que faltan de A usando solo O(n log k) llamadas a FetchBit.

**Árboles**

1. Para este problema, un subárbol de un árbol binario significa cualquier subgrafo conectado. Un árbol binario es completo si cada nodo interno tiene dos hijos, y cada hoja tiene exactamente la misma profundidad. Describe y analiza un algoritmo recursivo para calcular el subárbol completo más grande de un árbol binario dado. Tu algoritmo debería devolver tanto la raíz como la profundidad de este subárbol. Ver Figura 1.26 para un ejemplo.

**Figura 1.26.** El subárbol completo más grande de este árbol binario tiene profundidad 3.

1. Sea T un árbol binario con n vértices. Eliminar cualquier vértice v divide T en a lo sumo tres subárboles, conteniendo el hijo izquierdo de v (si existe), el hijo derecho de v (si existe), y el padre de v (si existe). Llamamos a v un vértice central si cada uno de estos árboles más pequeños tiene a lo sumo n/2 vértices. Ver Figura 1.27 para un ejemplo.

Describe y analiza un algoritmo para encontrar un vértice central en un árbol binario arbitrario dado. [Pista: Primero demuestra que cada árbol tiene un vértice central.]

**Figura 1.27.** Eliminando un vértice central en un árbol binario de 34 nodos, dejando subárboles con 14, 7 y 12 nodos.

1. (a) El Profesor George O'Jungle tiene un árbol binario de 27 nodos, en el cual cada nodo está etiquetado con una letra única del alfabeto romano o el carácter &. Los recorridos en preorden y postorden del árbol visitan los nodos en el siguiente orden:

• Preorden: I Q J H L E M V O T S B R G Y Z K C A & F P N U D W X • Postorden: H E M L J V Q S G Y R Z B T C P U D N F W & X A K O I

Dibuja el árbol binario de George.

(b) Recuerda que un árbol binario es lleno si cada nodo no hoja tiene exactamente dos hijos.

i. Describe y analiza un algoritmo recursivo para reconstruir un árbol binario lleno arbitrario, dadas sus secuencias de nodos en preorden y postorden como entrada.

ii. Demuestra que no hay algoritmo para reconstruir un árbol binario arbitrario de sus secuencias de nodos en preorden y postorden.

(c) Describe y analiza un algoritmo recursivo para reconstruir un árbol binario arbitrario, dadas sus secuencias de nodos en preorden e inorden como entrada.

(d) Describe y analiza un algoritmo recursivo para reconstruir un árbol binario de búsqueda arbitrario, dada solo su secuencia de nodos en preorden.

♥(e) Describe y analiza un algoritmo recursivo para reconstruir un árbol binario de búsqueda arbitrario, dada solo su secuencia de nodos en preorden, en tiempo O(n).

En las partes (b)–(e), asume que todas las claves son distintas y que la entrada es consistente con al menos un árbol binario.

1. Supón que tenemos n puntos esparcidos dentro de una caja bidimensional. Un kd-tree²¹ subdivide recursivamente los puntos como sigue. Si la caja no contiene puntos en su interior, hemos terminado. De lo contrario, dividimos la caja en dos cajas más pequeñas con una línea vertical, a través de un punto mediano dentro de la caja (no en su frontera), particionando los puntos tan uniformemente como sea posible. Luego construimos recursivamente un kd-tree para los puntos en cada una de las dos cajas más pequeñas, después de rotarlas 90 grados. Así, alternamos entre dividir verticalmente y dividir horizontalmente en cada nivel de recursión. Las cajas vacías finales se llaman celdas.

**Figura 1.28.** Un kd-tree para 15 puntos. La línea punteada cruza las cuatro celdas sombreadas.

(a) ¿Cuántas celdas hay, como función de n? Demuestra que tu respuesta es correcta.

(b) En el peor caso, ¿exactamente cuántas celdas puede cruzar una línea horizontal, como función de n? Demuestra que tu respuesta es correcta. Asume que n = 2k − 1 para algún entero k. [Pista: Hay más de una función f tal que f(16) = 4.]

(c) Supón que nos dan n puntos almacenados en un kd-tree. Describe y analiza un algoritmo que cuente el número de puntos arriba de una línea horizontal (como la línea punteada en la figura) tan rápido como sea posible. [Pista: Usa la parte (b).]

(d) Describe y analiza un algoritmo eficiente que cuente, dado un kd-tree conteniendo n puntos, el número de puntos que se encuentran dentro de un rectángulo R con lados horizontales y verticales. [Pista: Usa la parte (c).]

♥41. Bob Ratenbur, un nuevo estudiante en CS 225, está tratando de escribir código para realizar recorridos en preorden, inorden y postorden de árboles binarios. Bob más o menos entiende la idea básica detrás de los algoritmos de recorrido, pero cada vez que realmente trata de implementarlos, sigue confundiendo las llamadas recursivas. Cinco minutos antes de la fecha límite, Bob frenéticamente envía código con la siguiente estructura:

PreOrder(v):

if v = Null

return

else

print label(v)

Order(left(v))

Order(right(v))

InOrder(v):

if v = Null

return

else

Order(left(v))

print label(v)

Order(right(v))

PostOrder(v):

if v = Null

return

else

Order(left(v))

Order(right(v))

print label(v)

Cada en este pseudocódigo oculta uno de los prefijos Pre, In o Post. Además, cada una de las siguientes llamadas de función aparece exactamente una vez en el código enviado por Bob:

PreOrder(left(v)) PreOrder(right(v))  
InOrder(left(v)) InOrder(right(v))  
PostOrder(left(v)) PostOrder(right(v))

Así, hay precisamente 36 posibilidades para el código de Bob. Desafortunadamente, Bob accidentalmente eliminó su código fuente después de enviar el ejecutable, así que ni tú ni él saben qué funciones fueron llamadas dónde.

Ahora supón que se te da la salida de los algoritmos de recorrido de Bob, ejecutados en algún árbol binario desconocido T. La salida de Bob ha sido útilmente analizada en tres arreglos Pre[1 .. n], In[1 .. n] y Post[1 .. n]. Puedes asumir que estas secuencias de recorrido son consistentes con exactamente un árbol binario T; en particular, las etiquetas de vértice del árbol desconocido T son distintas, y cada nodo interno en T tiene exactamente dos hijos.

(a) Describe un algoritmo para reconstruir el árbol desconocido T de las secuencias de recorrido dadas.

(b) Describe un algoritmo que reconstruya el código de Bob de las secuencias de recorrido dadas, o reporte correctamente que las secuencias de recorrido son consistentes con más de un conjunto de algoritmos.

Por ejemplo, dada la entrada

Pre[1 .. n] = [H A E C B I F G D]  
In[1 .. n] = [A H D C E I F B G]  
Post[1 .. n] = [A E I B F C D G H]

tu primer algoritmo debería devolver el siguiente árbol:

H

/ \

A D

/ \

C G

/ /

E B

/ /

I F

y tu segundo algoritmo debería reconstruir el siguiente código:

PreOrder(v):

if v = Null

return

else

print label(v)

PreOrder(left(v))

PostOrder(right(v))

InOrder(v):

if v = Null

return

else

PostOrder(left(v))

print label(v)

PreOrder(right(v))

PostOrder(v):

if v = Null

return

else

InOrder(left(v))

InOrder(right(v))

print label(v)

♥42. Sea T un árbol binario cuyos nodos almacenan valores numéricos distintos. Recuerda que T es un árbol binario de búsqueda si y solo si (1) T está vacío, o (2) T satisface las siguientes condiciones recursivas:

• El subárbol izquierdo de T es un árbol binario de búsqueda. • Todos los valores en el subárbol izquierdo son menores que el valor en la raíz. • El subárbol derecho de T es un árbol binario de búsqueda. • Todos los valores en el subárbol derecho son mayores que el valor en la raíz.

Considera el siguiente par de operaciones en árboles binarios:

• Rotar un nodo arbitrario hacia arriba²².

y x

/ \ / \

x C → A y

/ \ / \

A B B C

• Intercambiar los subárboles izquierdo y derecho de un nodo arbitrario.

x x

/ \ → / \

A B B A

En ambas operaciones, algunos, todos o ninguno de los subárboles A, B y C podrían estar vacíos.

(a) Describe un algoritmo para transformar un árbol binario arbitrario de n nodos con valores de nodo distintos en un árbol binario de búsqueda, usando a lo sumo O(n²) rotaciones e intercambios. La Figura 1.29 muestra una secuencia de ocho operaciones que transforma un árbol binario de cinco nodos en un árbol binario de búsqueda.

**Figura 1.29.** "Ordenando" un árbol binario: rotar 2, rotar 2, intercambiar 3, rotar 3, rotar 4, intercambiar 3, rotar 2, intercambiar 4.

Tu algoritmo no puede modificar directamente punteros padre o hijo, crear nuevos nodos o eliminar nodos viejos; la única forma de modificar el árbol es a través de rotaciones e intercambios.

Por otro lado, puedes calcular cualquier cosa que quieras de forma gratuita, siempre que ese cálculo no modifique el árbol; el tiempo de ejecución de tu algoritmo se define como el número de rotaciones e intercambios que realiza.

♥(b) Describe un algoritmo para transformar un árbol binario arbitrario de n nodos en un árbol binario de búsqueda, usando a lo sumo O(n log n) rotaciones e intercambios.

(c) Demuestra que cualquier árbol binario de búsqueda de n nodos puede transformarse en cualquier otro árbol binario de búsqueda con los mismos valores de nodo, usando solo O(n) rotaciones (y ningún intercambio).

♥(d) Problema abierto: Describe un algoritmo para transformar un árbol binario arbitrario de n nodos en un árbol binario de búsqueda usando solo O(n) rotaciones e intercambios, o demuestra que no es posible tal algoritmo. [Pista: No creo que sea posible.]

**Notas al pie:**

¹⁰Mi presentación simplifica la historia real ligeramente. De hecho, Karatsuba propuso un algoritmo basado en la fórmula (a + b)(c + d) − ac − bd = bc + ad. Este algoritmo también se ejecuta en tiempo O(n^lg 3), pero la recurrencia real es ligeramente más desordenada: a − b y c − d siguen siendo números de m dígitos, pero a + b y c + d podrían cada uno tener m + 1 dígitos. La simplificación presentada aquí se debe a Donald Knuth.

¹¹Ver http://algorithms.wtf para notas sobre transformadas rápidas de Fourier.

¹²Schönhage-Strassen es en realidad el algoritmo más rápido en la práctica para multiplicar enteros con más de aproximadamente 75000 dígitos; los algoritmos más recientes de Fürer, Harvey, van der Hoeven y otros serían más rápidos "en la práctica" solo para enteros con más dígitos que partículas hay en el universo.

¹³De Viribus Quantitatis [Sobre los Poderes de los Números] es una obra temprana importante sobre matemáticas recreacionales y tal vez el tratado más antiguo que sobrevive sobre magia. Pacioli es mejor conocido por Summa de Arítmetica, una enciclopedia casi completa de matemáticas de finales del siglo XV, que incluyó la primera descripción de contabilidad por partida doble.

¹⁴Partes de esta historia son realmente verdaderas.

¹⁵El número exacto óptimo en el peor caso de volteos requeridos para ordenar n panqueques (ya sean quemados o no quemados) es un problema abierto de larga data; solo haz lo mejor que puedas.

¹⁶La mediana de cuatro elementos es el segundo más pequeño o el segundo más grande. En 2014, Ke Chen y Adrian Dumitrescu demostraron que si modificamos Mom4Select para encontrar elementos segundo-más-pequeños cuando k < n/2 y elementos segundo-más-grandes cuando k > n/2, ¡el algoritmo resultante se ejecuta en tiempo O(n)! Ver su artículo "Select with Groups of 3 or 4 Takes Linear Time" (WADS 2015, arXiv:1409.3600) para detalles.

¹⁷El algoritmo de Euclides a veces se describe incorrectamente como el algoritmo recursivo más antiguo, o incluso el algoritmo no trivial más antiguo, aunque el algoritmo egipcio de duplación y mediación —que es tanto no trivial como recursivo— es anterior a Euclides por al menos 1500 años.

¹⁸Euclides no hizo esto. La Proposición 1 en Elementos Libro VII establece que si EuclidGCD(x, y) = 1, entonces x e y son relativamente primos (es decir, gcd(x, y) = 1), pero la prueba solo considera el caso especial x mod (y mod (x mod y)) = 1. La Proposición 2 establece que si x e y no son relativamente primos, entonces EuclidGCD(x, y) = gcd(x, y), pero la prueba solo considera los casos especiales gcd(x, y) = y y gcd(x, y) = y mod (x mod y). Finalmente, estas dos Proposiciones no constituyen una prueba completa de que EuclidGCD es correcto. No seas como Euclides.

¹⁹La política del mundo real es mucho más desordenada que este modelo simplificado, ¡pero este es un libro de teoría!

²⁰En el emocionante acto final, Retcon the Squirrel, el último miembro sobreviviente del Equipo/Grupo/Sociedad de Héroes, salva a todos viajando al pasado y reemplazando retroactivamente a los otros n − 1 héroes con esculturas de globos realistas. Así que, sí, básicamente es Avengers: Endgame.

²¹El término "kd-tree" (pronunciado "kay dee tree") fue originalmente una abreviatura de "árbol k-dimensional", pero el uso moderno ignora esta etimología, en parte porque nadie en su sano juicio usaría la letra k para denotar dimensión en lugar de la obviamente superior d. La consistencia etimológica requeriría llamar a la estructura de datos en este problema un "2d-tree" (o tal vez un "árbol 2-d"), pero la nomenclatura estándar ahora es "kd-tree bidimensional". Ver también: B-tree (tal vez), forma alfa, esqueleto beta, red épsilon, Río Potomac, Río Mississippi, Lago Michigan, Lago Tahoe, Isla Manhattan, La Brea Tar Pits, Desierto del Sahara, Monte Kilimanjaro, Vietnam del Sur, Timor Oriental, la Galaxia Vía Láctea, la Ciudad de Townsville, y automóviles que se conducen solos.

²²Las rotaciones preservan la secuencia inorden de nodos en un árbol binario. Parcialmente por esta razón, las rotaciones se usan para mantener varios tipos de árboles binarios de búsqueda balanceados, incluyendo árboles AVL, árboles rojo-negro, árboles splay, árboles chivo expiatorio y treaps. Ver http://algorithms.wtf para notas sobre la mayoría de estas estructuras de datos.

---------------------------------------------------------------------------------------------------------------------

Donde, sin embargo, la ambigüedad no puede aclararse, ya sea por la regla de la fe o por el contexto, no hay nada que nos impida puntuar la oración según cualquier método que elijamos de aquellos que se sugieren.

— Agustín de Hipona, De doctrina Christiana (397 d.C.)

Traducido por Marcus Dods (1892)

Dejé caer mi cena, y corrí de vuelta al laboratorio. Allí, en mi emoción, probé el contenido de cada vaso y plato de evaporación en la mesa. Afortunadamente para mí, ninguno contenía ningún líquido corrosivo o venenoso.

— Constantine Fahlberg sobre su descubrimiento de la sacarina,

Scientific American (1886)

El mayor desafío para cualquier pensador es plantear el problema de una manera que permita una solución.

— atribuido a Bertrand Russell

Cuando llegues a una bifurcación en el camino, tómala.

— Yogi Berra (dando direcciones a su casa)

**2 Backtracking**

Este capítulo describe otra estrategia recursiva importante llamada **backtracking** (retroceso).

Un algoritmo de backtracking trata de construir una solución a un problema computacional de manera incremental, una pequeña pieza a la vez. Cada vez que el algoritmo necesita decidir entre múltiples alternativas para el siguiente componente de la solución, evalúa recursivamente cada alternativa y luego elige la mejor.

**2.1 N Reinas**

El problema prototípico de backtracking es el clásico **Problema de las n Reinas**, propuesto por primera vez por el entusiasta alemán del ajedrez Max Bezzel en 1848 (bajo su pseudónimo "Schachfreund") para el tablero estándar de 8 × 8 y por François-Joseph Eustache Lionnet en 1869 para el tablero más general de n × n. El problema consiste en colocar n reinas en un tablero de ajedrez de n × n, de tal manera que ninguna de las dos reinas se ataque entre sí.

Para lectores no familiarizados con las reglas del ajedrez, esto significa que no hay dos reinas en la misma fila, la misma columna, o la misma diagonal.

**Figura 2.1.** Primera solución de Gauss al problema de las 8 reinas, representada por el arreglo [5, 7, 1, 4, 2, 8, 6, 3]

En una carta escrita a su amigo Heinrich Schumacher en 1850, el eminente matemático Carl Friedrich Gauss escribió que uno podía confirmar fácilmente la afirmación de Franz Nauck de que el problema de las Ocho Reinas tiene 92 soluciones mediante ensayo y error en unas pocas horas. ("Schwer ist es übrigens nicht, durch ein methodisches Tatonniren sich diese Gewissheit zu verschaffen, wenn man 1 oder ein paar Stunden daran wenden will.") Su descripción Tatonniren proviene del francés tâtonner, que significa sentir, tantear, o buscar a ciegas, como si estuviera en la oscuridad.

La carta de Gauss describía la siguiente estrategia recursiva para resolver el problema de las n-reinas; la misma estrategia fue descrita en 1882 por el matemático recreacional francés Édouard Lucas, quien atribuyó el método a Emmanuel Laquière. Colocamos reinas en el tablero una fila a la vez, comenzando con la fila superior. Para colocar la r-ésima reina, probamos metódicamente todos los n cuadrados en la fila r de izquierda a derecha en un simple bucle for. Si un cuadrado particular está atacado por una reina anterior, ignoramos ese cuadrado; de lo contrario, colocamos tentativamente una reina en ese cuadrado y buscamos recursivamente colocaciones consistentes de las reinas en filas posteriores.

La Figura 2.2 muestra el algoritmo resultante, que enumera recursivamente todas las soluciones completas de n-reinas que son consistentes con una solución parcial dada. Siguiendo a Gauss, representamos las posiciones de las reinas usando un arreglo Q[1 .. n], donde Q[i] indica qué cuadrado en la fila i contiene una reina. Cuando se llama a PlaceQueens, el parámetro de entrada r es el índice de la primera fila vacía, y el prefijo Q[1 ..r − 1] contiene las posiciones de las primeras r − 1 reinas. En particular, para calcular todas las soluciones de n-reinas sin restricciones, llamaríamos PlaceQueens(Q[1 .. n], 1). El bucle for externo considera todas las colocaciones posibles de una reina en la fila r; el bucle for interno verifica si una colocación candidata en la fila r es consistente con las reinas que ya están en las primeras r − 1 filas.

La ejecución de PlaceQueens puede ilustrarse usando un árbol de recursión. Cada nodo en este árbol corresponde a un subproblema recursivo, y por tanto a una solución parcial legal; en particular, la raíz corresponde al tablero vacío

**2.1. N Reinas**

PlaceQueens(Q[1 .. n],r):

if r = n + 1

print Q[1 .. n]

else

for j ← 1 to n

legal ← True

for i ← 1 to r − 1

if (Q[i] = j) or (Q[i] = j + r − i) or (Q[i] = j − r + i)

legal ← False

if legal

Q[r] ← j

PlaceQueens(Q[1 .. n],r + 1) 〈〈¡Recursión!〉〉

**Figura 2.2.** Algoritmo de retroceso de Gauss y Laquière para el problema de las n reinas.

(con r = 0). Las aristas en el árbol de recursión corresponden a llamadas recursivas. Las hojas corresponden a soluciones parciales que no pueden extenderse más, ya sea porque ya hay una reina en cada fila, o porque cada posición en la siguiente fila vacía está atacada por una reina existente. La búsqueda de retroceso para soluciones completas es equivalente a una búsqueda en profundidad de este árbol.

**Figura 2.3.** El árbol de recursión completo del algoritmo de Gauss y Laquière para el problema de las 4 reinas.

PlaceQueens(Q[1 .. n], r):

if r = n + 1

print Q[1 .. n]

else

for j ← 1 to n

legal ← True

for i ← 1 to r − 1

if (Q[i] = j) or (Q[i] = j + r − i) or (Q[i] = j − r + i)

legal ← False

if legal

Q[r] ← j

PlaceQueens(Q[1 .. n], r + 1) 〈〈¡Recursión!〉〉

**Figura 2.2.** Algoritmo de retroceso de Gauss y Laquière para el problema de las n reinas.

(con r = 0). Las aristas en el árbol de recursión corresponden a llamadas recursivas. Las hojas corresponden a soluciones parciales que no pueden extenderse más, ya sea porque ya hay una reina en cada fila, o porque cada posición en la siguiente fila vacía está atacada por una reina existente. La búsqueda de retroceso para soluciones completas es equivalente a una búsqueda en profundidad de este árbol.

**Figura 2.3.** El árbol de recursión completo del algoritmo de Gauss y Laquière para el problema de las 4 reinas.

**2.2 Árboles de Juego**

Considere el siguiente juego simple de dos jugadores¹ jugado en una cuadrícula cuadrada de n × n con un borde de cuadrados; llamemos a los jugadores Horace Fahlberg-Remsen y Vera Rebaudi.² Cada jugador tiene n fichas que mueven a través del tablero de un lado al otro. Las fichas de Horace comienzan en el borde izquierdo, una en cada fila, y se mueven horizontalmente hacia la derecha; simétricamente, las fichas de Vera comienzan en el borde superior, una en cada columna, y se mueven verticalmente hacia abajo. Los jugadores alternan turnos. En cada uno de sus turnos, Horace mueve una de sus fichas un paso a la derecha hacia un cuadrado vacío, o salta una de sus fichas sobre exactamente una de las fichas de Vera hacia un cuadrado vacío dos pasos a la derecha. Si no hay movimientos o saltos legales disponibles, Horace simplemente pasa. Similarmente, Vera mueve o salta una de sus fichas hacia abajo en cada uno de sus turnos, a menos que no sean posibles movimientos o saltos. El primer jugador en mover todas sus fichas fuera del borde del tablero gana. (No es difícil probar que mientras haya fichas en el tablero, al menos un jugador puede moverse legalmente, y por lo tanto alguien eventualmente gana.)

**Figura 2.4.** Vera gana el juego de sobres de azúcar falsa de 3 × 3.

¹ No sé cómo se llama este juego, o incluso si estoy reportando las reglas correctamente; lo aprendí (o algo parecido) de Lenny Pitt, quien recomendó jugarlo con sobres de azúcar falsa en restaurantes.

² Constantin Fahlberg e Ira Remsen sintetizaron sacarina por primera vez en 1878, mientras Fahlberg era un postdoctorado en el laboratorio de Remsen investigando derivados del alquitrán de hulla. En 1900, Ovidio Rebaudi publicó el primer análisis químico de ka'a he'ê, una planta medicinal cultivada por los Guaraní durante más de 1500 años, ahora más comúnmente conocida como Stevia rebaudiana.

A menos que hayas visto este juego antes³, probablemente no tienes idea de cómo jugarlo bien. Sin embargo, hay un algoritmo de retroceso relativamente simple que puede jugar este juego—o cualquier juego de dos jugadores sin aleatoriedad o información oculta que termine después de un número finito de movimientos—perfectamente. Es decir, si te dejamos caer en el medio de un juego, y es posible ganar contra otro jugador perfecto, el algoritmo te dirá cómo ganar.

Un estado del juego consiste en las ubicaciones de todas las piezas y la identidad del jugador actual. Estos estados pueden conectarse en un árbol de juego, que tiene una arista del estado x al estado y si y solo si el jugador actual en el estado x puede moverse legalmente al estado y. La raíz del árbol de juego es la posición inicial del juego, y cada camino desde la raíz hasta una hoja es un juego completo.

**Figura 2.5.** Los primeros dos niveles del árbol de juego de sobres de azúcar falsa.

Para navegar a través de este árbol de juego, definimos recursivamente que un estado de juego es bueno o malo como sigue:

• Un estado de juego es **bueno** si el jugador actual ya ha ganado, o si el jugador actual puede moverse a un estado malo para el jugador oponente.

• Un estado de juego es **malo** si el jugador actual ya ha perdido, o si cada movimiento disponible lleva a un estado bueno para el jugador oponente.

Equivalentemente, un nodo no-hoja en el árbol de juego es bueno si tiene al menos un hijo malo, y un nodo no-hoja es malo si todos sus hijos son buenos. Por inducción, cualquier jugador que encuentre el juego en un estado bueno en su turno puede ganar el juego, incluso si su oponente juega perfectamente; por otro lado, comenzando desde un estado malo, un jugador puede ganar solo si su oponente comete un error. Esta definición recursiva fue propuesta por Ernst Zermelo en 1913.⁴

³ Si lo has hecho, ¡por favor dime dónde! ⁴ De hecho, Zermelo consideró la clase más sutil de juegos que tienen un número finito de estados, pero que permiten secuencias infinitas de movimientos. (Zermelo definió el juego infinito como un empate.)

A menos que hayas visto este juego antes³, probablemente no tienes idea de cómo jugarlo bien. Sin embargo, hay un algoritmo de retroceso relativamente simple que puede jugar este juego—o cualquier juego de dos jugadores sin aleatoriedad o información oculta que termine después de un número finito de movimientos—perfectamente. Es decir, si te dejamos caer en el medio de un juego, y es posible ganar contra otro jugador perfecto, el algoritmo te dirá cómo ganar.

Un estado del juego consiste en las ubicaciones de todas las piezas y la identidad del jugador actual. Estos estados pueden conectarse en un árbol de juego, que tiene una arista del estado x al estado y si y solo si el jugador actual en el estado x puede moverse legalmente al estado y. La raíz del árbol de juego es la posición inicial del juego, y cada camino desde la raíz hasta una hoja es un juego completo.

**Figura 2.5.** Los primeros dos niveles del árbol de juego de sobres de azúcar falsa.

Para navegar a través de este árbol de juego, definimos recursivamente que un estado de juego es bueno o malo como sigue:

• Un estado de juego es **bueno** si el jugador actual ya ha ganado, o si el jugador actual puede moverse a un estado malo para el jugador oponente.

• Un estado de juego es **malo** si el jugador actual ya ha perdido, o si cada movimiento disponible lleva a un estado bueno para el jugador oponente.

Equivalentemente, un nodo no-hoja en el árbol de juego es bueno si tiene al menos un hijo malo, y un nodo no-hoja es malo si todos sus hijos son buenos. Por inducción, cualquier jugador que encuentre el juego en un estado bueno en su turno puede ganar el juego, incluso si su oponente juega perfectamente; por otro lado, comenzando desde un estado malo, un jugador puede ganar solo si su oponente comete un error. Esta definición recursiva fue propuesta por Ernst Zermelo en 1913.⁴

Esta definición recursiva sugiere inmediatamente el siguiente algoritmo de retroceso recursivo para determinar si un estado de juego dado es bueno o malo. En su núcleo, este algoritmo es solo una búsqueda en profundidad del árbol de juego; equivalentemente, ¡el árbol de juego es el árbol de recursión del algoritmo! Una modificación simple de este algoritmo de retroceso encuentra un buen movimiento (o incluso todos los posibles buenos movimientos) si la entrada es un estado de juego bueno.

PlayAnyGame(X, player):

if player has already won in state X

return Good

if player has already lost in state X

return Bad

for all legal moves X → Y

if PlayAnyGame(Y,¬player) = Bad

return Good 〈〈X → Y is a good move〉〉

return Bad 〈〈There are no good moves〉〉

Todos los programas de juego están basados en última instancia en esta estrategia simple de retroceso. Sin embargo, dado que la mayoría de los juegos tienen un número enorme de estados, no es posible atravesar todo el árbol de juego en la práctica. En su lugar, los programas de juego emplean otras heurísticas⁵ para podar el árbol de juego, ignorando estados que son obviamente (o "obviamente") buenos o malos, o al menos mejores o peores que otros estados, y/o cortando el árbol a cierta profundidad (o nivel) y usando una heurística más eficiente para evaluar las hojas.

⁵ Una heurística es un algoritmo que no funciona. (Excepto en la práctica. A veces. Tal vez.)

**2.3 Suma de Subconjuntos**

Consideremos un problema más complicado, llamado SubsetSum: Dado un conjunto X de enteros positivos y un entero objetivo T, ¿existe un subconjunto de elementos en X que sumen T? Nótese que puede haber más de un subconjunto así. Por ejemplo, si X = {8, 6, 7, 5, 3, 10, 9} y T = 15, la respuesta es Verdadero, porque los subconjuntos {8, 7} y {7, 5, 3} y {6, 9} y {5, 10} todos suman 15. Por otro lado, si X = {11, 6, 5, 1, 7, 13, 12} y T = 15, la respuesta es Falso.

Hay dos casos triviales. Si el valor objetivo T es cero, entonces podemos devolver inmediatamente Verdadero, porque el conjunto vacío es un subconjunto de cada conjunto X, y los elementos del conjunto vacío suman cero.⁶ Por otro lado, si T < 0, o si T ≠ 0 pero el conjunto X está vacío, entonces podemos devolver inmediatamente Falso.

Para el caso general, considera un elemento arbitrario x ∈ X. (Ya hemos manejado el caso donde X está vacío.) Existe un subconjunto de X que suma T si y solo si una de las siguientes declaraciones es verdadera:

⁶ ... porque ¿a qué otra cosa podrían sumar?

• Existe un subconjunto de X que incluye x y cuya suma es T. • Existe un subconjunto de X que excluye x y cuya suma es T.

En el primer caso, debe existir un subconjunto de X \ {x} que sume T − x; en el segundo caso, debe existir un subconjunto de X \ {x} que sume T. Así que podemos resolver SubsetSum(X, T) reduciéndolo a dos instancias más simples: SubsetSum(X {x}, T − x) y SubsetSum(X \ {x}, T). El algoritmo recursivo resultante se muestra abajo.

〈〈¿Algún subconjunto de X suma T?〉〉

SubsetSum(X, T):

if T = 0

return True

else if T < 0 or X = ∅

return False

else

x ← any element of X

with ← SubsetSum(X \ {x}, T − x) 〈〈¡Recursión!〉〉

wout ← SubsetSum(X \ {x}, T) 〈〈¡Recursión!〉〉

return (with ∨ wout)

**Corrección**

Probar que este algoritmo es correcto es un ejercicio directo de inducción. Si T = 0, entonces los elementos del subconjunto vacío suman T, así que Verdadero es la salida correcta. De lo contrario, si T es negativo o el conjunto X está vacío, entonces ningún subconjunto de X suma T, así que Falso es la salida correcta. De lo contrario, si existe un subconjunto que suma T, entonces o contiene X[n] o no lo contiene, y el Hada de la Recursión verifica correctamente cada una de esas posibilidades. Hecho.

**Análisis**

Para analizar el algoritmo, tenemos que describir algunos detalles de implementación más precisamente. Para empezar, asumamos que el conjunto de entrada X se da como un arreglo X[1 .. n].

El algoritmo recursivo anterior nos permite elegir cualquier elemento x ∈ X en el caso recursivo principal. Puramente por eficiencia, es útil elegir un elemento x tal que el subconjunto restante X \ {x} tenga una descripción concisa, que pueda calcularse rápidamente, de manera que configurar las llamadas recursivas requiera sobrecarga mínima. Específicamente, dejaremos que x sea el último elemento X[n]; entonces el subconjunto X \ {x} se almacena en el prefijo X[1 .. n − 1]. Pasar una copia completa de este prefijo a las llamadas recursivas tomaría demasiado tiempo—necesitamos tiempo Θ(n) solo para hacer la copia—así que en su lugar, pasamos solo dos valores: una referencia al arreglo (o su dirección de inicio) y la longitud del prefijo. (Alternativamente, podríamos evitar pasar una referencia a X a cada llamada recursiva haciendo X una variable global.)

〈〈¿Algún subconjunto de X[1 .. i] suma T?〉〉

SubsetSum(X, i, T):

if T = 0

return True

else if T < 0 or i = 0

return False

else

with ← SubsetSum(X, i − 1, T − X[i]) 〈〈¡Recursión!〉〉

wout ← SubsetSum(X, i − 1, T) 〈〈¡Recursión!〉〉

return (with ∨ wout)

Con estas elecciones de implementación, el tiempo de ejecución T(n) de nuestro algoritmo satisface la recurrencia T(n) ≤ 2T(n − 1) + O(1). La solución T(n) = O(2ⁿ) se sigue fácilmente usando árboles de recursión o el método aún más simple "Oh sí, ya resolvimos esta recurrencia para la Torre de Hanoi". En el peor caso—por ejemplo, cuando T es mayor que la suma de todos los elementos de X—el árbol de recursión para este algoritmo es un árbol binario completo con profundidad n, y el algoritmo considera todos los 2ⁿ subconjuntos de X.

**Variantes**

Con solo cambios menores, podemos resolver varias variantes de SubsetSum. Por ejemplo, la Figura 2.6 muestra un algoritmo que realmente construye un subconjunto de X que suma T, si existe uno, o devuelve el valor de error None si no existe tal subconjunto; este algoritmo usa exactamente la misma estrategia recursiva que nuestros algoritmos de decisión anteriores. Este algoritmo también ejecuta en tiempo O(2ⁿ); el análisis es más simple si asumimos una estructura de datos de conjunto que nos permite insertar un solo elemento en tiempo O(1) (por ejemplo, una lista enlazada), pero de hecho el tiempo de ejecución sigue siendo O(2ⁿ) incluso si la inserción requiere tiempo O(n) (por ejemplo, una lista enlazada ordenada). Variantes similares nos permiten contar subconjuntos que suman un valor particular, o elegir el mejor subconjunto (según algún otro criterio) que suma un valor particular.

La mayoría de otros problemas que se resuelven mediante retroceso tienen esta propiedad: la misma estrategia recursiva puede usarse para resolver muchas variantes diferentes del mismo problema. Por ejemplo, es fácil modificar la estrategia recursiva descrita en la sección anterior, que determina si una posición de juego dada es buena o mala, para en su lugar devolver un buen movimiento, o una lista de todos los buenos movimientos. Por esta razón, cuando diseñamos algoritmos de retroceso, debemos apuntar a la variante más simple posible del problema, calculando un número o incluso un solo booleano en lugar de información o estructura más compleja.

〈〈Devolver un subconjunto de X[1 .. i] que suma T〉〉

〈〈o NONE si no existe tal subconjunto〉〉

ConstructSubset(X, i, T):

if T = 0

return ∅

if T < 0 or n = 0

return None

Y ← ConstructSubset(X, i − 1, T)

if Y ≠ None

return Y

Y ← ConstructSubset(X, i − 1, T − X[i])

if Y ≠ None

return Y ∪ {X[i]}

return None

**Figura 2.6.** Un algoritmo de retroceso recursivo para la versión de construcción de SUBSETSUM.

**2.4 El Patrón General**

Los algoritmos de retroceso se usan comúnmente para tomar una secuencia de decisiones, con el objetivo de construir una estructura definida recursivamente que satisface ciertas restricciones. A menudo (pero no siempre) esta estructura objetivo es en sí misma una secuencia. Por ejemplo:

• En el problema de las n-reinas, el objetivo es una secuencia de posiciones de reinas, una en cada fila, tal que no hay dos reinas que se ataquen entre sí. Para cada fila, el algoritmo decide dónde colocar la reina.

• En el problema del árbol de juego, el objetivo es una secuencia de movimientos legales, tal que cada movimiento es tan bueno como sea posible para el jugador que lo hace. Para cada estado de juego, el algoritmo decide el mejor movimiento posible siguiente.

• En el problema SubsetSum, el objetivo es una secuencia de elementos de entrada que tienen una suma particular. Para cada elemento de entrada, el algoritmo decide si incluirlo en la secuencia de salida o no.

(Espera, ¿por qué el objetivo de suma de subconjuntos es encontrar una secuencia? Esa fue una decisión de diseño deliberada. Impusimos un ordenamiento conveniente en el conjunto de entrada—representándolo usando un arreglo, en lugar de alguna otra estructura de datos más amorfa—que podemos explotar en nuestro algoritmo recursivo.)

En cada llamada recursiva al algoritmo de retroceso, necesitamos tomar exactamente una decisión, y nuestra elección debe ser consistente con todas las decisiones previas. Así, cada llamada recursiva requiere no solo la porción de los datos de entrada que aún no hemos procesado, sino también un resumen adecuado de las decisiones que ya hemos tomado. Por eficiencia, el resumen de decisiones pasadas debe ser tan pequeño como sea posible. Por ejemplo:

• Para el problema de las n-reinas, debemos pasar no solo el número de filas vacías, sino las posiciones de todas las reinas colocadas previamente. Aquí, desafortunadamente, debemos recordar nuestras decisiones pasadas en detalle completo.

• Para el problema del árbol de juego, solo necesitamos pasar el estado actual del juego, incluyendo la identidad del siguiente jugador. No necesitamos recordar nada sobre nuestras decisiones pasadas, porque quién gana desde un estado de juego dado no depende de los movimientos que crearon ese estado.⁷

• Para el problema SubsetSum, necesitamos pasar tanto los enteros disponibles restantes como el valor objetivo restante, que es el valor objetivo original menos la suma de los elementos elegidos previamente. Precisamente qué elementos fueron elegidos previamente no es importante.

Cuando diseñamos nuevos algoritmos de retroceso recursivos, debemos averiguar de antemano qué información necesitaremos sobre decisiones pasadas en el medio del algoritmo. Si esta información es no trivial, nuestro algoritmo recursivo podría necesitar resolver un problema más general que el que originalmente se nos pidió resolver. (Hemos visto este tipo de generalización antes: Para encontrar la mediana de un arreglo no ordenado en tiempo lineal, derivamos un algoritmo para seleccionar el k-ésimo elemento más pequeño para k arbitrario.)

Finalmente, una vez que hemos averiguado qué problema recursivo realmente necesitamos resolver, resolvemos ese problema mediante fuerza bruta recursiva: Probamos todas las posibilidades para la siguiente decisión que son consistentes con decisiones pasadas, y dejamos que el Hada de la Recursión se preocupe por el resto. No hay que ser inteligente aquí. No hay que omitir elecciones "obviamente" estúpidas. Prueba todo. Puedes hacer el algoritmo más rápido después.

⁷ Muchos juegos parecen violar esta condición de independencia. Por ejemplo, las reglas estándar tanto del ajedrez como de las damas permiten a un jugador declarar empate si la misma disposición de piezas ocurre tres veces, y las reglas chinas para el go simplemente prohíben repetir cualquier disposición anterior de piedras. Así, para estos juegos, un estado de juego incluye formalmente no solo las posiciones actuales de las piezas sino toda la historia de movimientos previos.

**2.5 Segmentación de Texto (Interpunctio Verborum)**

Supón que te dan una cadena de letras que representa texto en algún idioma extranjero, pero sin espacios ni puntuación, y quieres dividir esta cadena en sus palabras constituyentes individuales. Por ejemplo, podrías recibir el siguiente pasaje de la famosa oración de Cicerón en defensa de Lucius Licinius Murena en 62 a.C., en la scriptio continua estándar del latín clásico:⁸

PRIMVSDIGNITASINTAMTENVISCIENTIANONPOTEST ESSERESENIMSVNTPARVAEPROPEINSINGVLISLITTERIS ATQVEINTERPVNCTIONIBVSVERBORVMOCCVPATAE

Un lector fluido de latín analizaría esta cadena (en ortografía moderna) como Primus dignitas in tam tenui scientia non potest esse; res enim sunt parvae, prope in singulis litteris atque interpunctionibus verborum occupatae.⁹ La segmentación de texto no es solo un problema en latín y griego clásicos, sino en varios idiomas y escrituras modernos incluyendo balinés, birmano, chino, japonés, javanés, khmer, lao, tailandés, tibetano y vietnamita. Problemas similares surgen en la segmentación de texto en inglés sin puntuación en oraciones,¹⁰ segmentación de texto en líneas para composición tipográfica, reconocimiento de voz y escritura a mano, simplificación de curvas, y varios tipos de análisis de series temporales. Para propósitos de ilustración, me limitaré a segmentar secuencias de letras en el alfabeto inglés moderno en palabras inglesas modernas.

Por supuesto, algunas cadenas pueden segmentarse de varias maneras diferentes; por ejemplo, BOTHEARTHANDSATURNSPIN puede descomponerse en palabras inglesas como BOTH·EARTH·AND·SATURN·SPIN o BOT·HEART·HANDS·AT·URNS·PIN, entre muchas otras posibilidades. Por ahora, consideremos un problema de segmentación extremadamente simple: Dada una cadena de caracteres, ¿puede segmentarse en palabras inglesas en absoluto?

Para hacer el problema concreto (y agnóstico al idioma), asumamos que tenemos acceso a una subrutina IsWord(w) que toma una cadena w como entrada, y devuelve Verdadero si w es una "palabra", o Falso si w no es una "palabra". Por ejemplo, si estamos tratando de descomponer la cadena de entrada en palíndromos, entonces una "palabra" es sinónimo de "palíndromo", y por lo tanto IsWord(ROTATOR) = Verdadero pero IsWord(PALINDROME) = Falso.

Al igual que el problema SubsetSum, la estructura de entrada es una secuencia, esta vez conteniendo letras en lugar de números, así que es natural considerar un proceso de decisión que consume los caracteres de entrada en orden de izquierda a derecha. Similarmente, la estructura de salida es una secuencia de palabras, así que es natural considerar un proceso que produce las palabras de salida en orden de izquierda a derecha. Así, saltando al medio del proceso de segmentación, podríamos imaginar la siguiente imagen:

BLUE STEM UNIT ROBOT HEARTHANDSATURNSPIN

⁸ De hecho, la mayoría de manuscritos latinos clásicos separaban palabras con pequeños puntos llamados interpuntos. La interpuntuación desapareció casi completamente en el siglo III en favor de la scriptio continua. Los espacios vacíos entre palabras fueron introducidos por monjes irlandeses en el siglo VIII y se extendieron lentamente por Europa durante los siguientes varios siglos. La scriptio continua sobrevive en el inglés de principios del siglo XXI en forma de URLs y hashtags. #octotherps4lyfe

⁹ Traducido libremente: "En primer lugar, la dignidad en tan insignificante conocimiento es imposible; esto es material trivial, principalmente concerniente a letras individuales y la colocación de puntos entre palabras." Cicerón estaba burlándose abiertamente de la expertise legal de su amigo(!) y notable jurista Servius Sulpicius Rufus, quien había acusado a Murena de soborno, después de que Murena derrotara a Rufus en la elección para cónsul. Murena fue absuelto, gracias en parte a la defensa mordaz de Cicerón, aunque casi ciertamente era culpable. #librapondo #nunquamestfidelis

¹⁰ De doctrina Christiana de San Agustín dedica un capítulo entero a remover ambigüedad de las escrituras latinas añadiendo puntuación.

Aquí la barra negra separa nuestras decisiones pasadas—dividir las primeras 17 letras en cuatro palabras—de la porción de la cadena de entrada que aún no hemos procesado. La siguiente etapa en nuestro proceso imaginado es decidir dónde termina la siguiente palabra en la secuencia de salida. Para este ejemplo específico, hay cuatro posibilidades para la siguiente palabra de salida—HE, HEAR, HEART, y HEARTH. No tenemos idea de cuál de estas elecciones, si alguna, es consistente con una segmentación completa de la cadena de entrada. Podríamos ser "inteligentes" en este punto y tratar de averiguar qué elecciones son buenas, pero eso requeriría pensar! En su lugar, "estúpidamente" probemos cada posibilidad por fuerza bruta, y dejemos que el Hada de la Recursión haga todo el trabajo real.

• Primero aceptamos tentativamente HE como la siguiente palabra, y dejamos que el Hada de la Recursión tome el resto de las decisiones.

BLUE STEM UNIT ROBOT HE ARTHANDSATURNSPIN

• Luego aceptamos tentativamente HEAR como la siguiente palabra, y dejamos que el Hada de la Recursión tome el resto de las decisiones.

BLUE STEM UNIT ROBOT HEAR THANDSATURNSPIN

• Luego aceptamos tentativamente HEART como la siguiente palabra, y dejamos que el Hada de la Recursión tome el resto de las decisiones.

BLUE STEM UNIT ROBOT HEART HANDSATURNSPIN

• Finalmente, aceptamos tentativamente HEARTH como la siguiente palabra, y dejamos que el Hada de la Recursión tome el resto de las decisiones.

BLUE STEM UNIT ROBOT HEARTH ANDSATURNSPIN

Mientras el Hada de la Recursión reporte éxito al menos una vez, reportamos éxito. Por otro lado, si el Hada de la Recursión nunca reporta éxito—en particular, si el conjunto de posibles palabras siguientes está vacío—entonces reportamos falla.

Ninguna de nuestras decisiones pasadas afecta qué elecciones están disponibles ahora; todo lo que importa es el sufijo de caracteres que no hemos procesado aún. En particular, varias secuencias diferentes de decisiones pasadas podrían llevarnos al mismo sufijo, pero todas nos dejan con exactamente el mismo conjunto de elecciones para ese sufijo.

BLUE STEM UNIT ROBOT HEARTHANDSATURNSPIN BLUEST EMU NITRO BOT HEARTHANDSATURNSPIN

Así, podemos simplificar nuestra imagen del proceso recursivo descartando todo a la izquierda de la barra negra:

HEARTHANDSATURNSPIN

Ahora nos queda una estrategia de retroceso simple y natural: Seleccionar la primera palabra de salida, y segmentar recursivamente el resto de la cadena de entrada.

Para obtener un algoritmo recursivo completo, necesitamos un caso base. Nuestra estrategia recursiva se descompone cuando llegamos al final de la cadena de entrada, porque no hay siguiente palabra. Afortunadamente, ¡la cadena vacía tiene una segmentación única en cero palabras!

Juntando todas las piezas, llegamos al siguiente algoritmo recursivo simple:

Splittable(A[1 .. n]):

if n = 0

return True

for i ← 1 to n

if IsWord(A[1 .. i])

if Splittable(A[i + 1 .. n])

return True

return False

**Formulación por Índices**

En la práctica, pasar arreglos como parámetros de entrada es bastante lento; realmente deberíamos encontrar una manera más compacta de describir nuestros subproblemas recursivos. Para propósitos de diseñar el algoritmo, es increíblemente útil tratar el arreglo de entrada original como una variable global, y luego reformular el problema y el algoritmo en términos de índices de arreglo en lugar de subarreglos explícitos.

Para nuestro problema de segmentación de cadenas, el argumento de cualquier llamada recursiva es siempre un sufijo A[i .. n] del arreglo de entrada original. Así que si tratamos el arreglo de entrada A[1 .. n] como una variable global, podemos reformular nuestro problema recursivo como sigue:

Dado un índice i, encontrar una segmentación del sufijo A[i .. n].

Para describir nuestro algoritmo, necesitamos dos funciones booleanas:

• Para cualesquiera índices i y j, sea IsWord(i, j) = Verdadero si y solo si la subcadena A[i .. j] es una palabra. (Asumimos que esta función nos es dada.)

• Para cualquier índice i, sea Splittable(i) = Verdadero si y solo si el sufijo A[i .. n] puede dividirse en palabras. (Esta es la función que necesitamos implementar.)

Por ejemplo, IsWord(1, n) = Verdadero si y solo si toda la cadena de entrada es una sola palabra, y Splittable(1) = Verdadero si y solo si toda la cadena de entrada puede segmentarse. Nuestra estrategia recursiva anterior nos da la siguiente recurrencia:

Splittable(i) = { Verdadero si i > n ⋁ⁿⱼ₌ᵢ[IsWord(i, j) ∧ Splittable(j + 1)] de lo contrario }

Este es exactamente el mismo algoritmo que vimos antes; lo único que hemos cambiado es la notación. La similitud es aún más aparente si reescribimos la recurrencia en pseudocódigo:

〈〈¿Es el sufijo A[i .. n] Splittable?〉〉

Splittable(i):

if i > n

return True

for j ← i to n

if IsWord(i, j)

if Splittable(j + 1)

return True

return False

Aunque puede parecer una diferencia notacional trivial, usar notación de índices en lugar de notación de arreglos es un hábito importante, no solo para acelerar algoritmos de retroceso en la práctica, sino para desarrollar algoritmos de programación dinámica, que discutimos en el siguiente capítulo.

**♥Análisis**

No debería sorprender que la mayoría de algoritmos de retroceso tengan tiempos de ejecución exponenciales en el peor caso. Analizar los tiempos de ejecución precisos de muchos de estos algoritmos requiere técnicas que están más allá del alcance de este libro. Afortunadamente, la mayoría de los algoritmos de retroceso que encontraremos en este libro son solo resultados intermedios en el camino hacia algoritmos más eficientes, lo que significa que su tiempo de ejecución exacto en el peor caso en realidad no es importante. (Primero hazlo funcionar; luego hazlo rápido.)

Pero solo por diversión, analicemos el tiempo de ejecución de nuestro algoritmo recursivo Splittable. Porque no sabemos qué está haciendo IsWord, no podemos saber cuánto tiempo toma cada llamada a IsWord, así que nos vemos forzados a analizar el tiempo de ejecución en términos del número de llamadas a IsWord.¹¹ Splittable llama a IsWord en cada prefijo de la cadena de entrada, y posiblemente se llama a sí mismo recursivamente en cada sufijo de la cadena de salida. Así, el "tiempo de ejecución" de Splittable obedece la recurrencia de apariencia aterradora

T(n) ≤ Σⁿ⁻¹ᵢ₌₀ T(i) + O(n)

Esto realmente no es tan malo como parece, especialmente una vez que has visto el truco. Primero, reemplazamos el término O(n) con una expresión explícita αn, para alguna constante desconocida (y finalmente sin importancia) α. Segundo, asumimos conservadoramente que el algoritmo realmente hace cada llamada recursiva posible.¹² Luego podemos transformar la recurrencia de "historia completa" en una recurrencia de "historia limitada" restando la recurrencia para T(n − 1), como sigue:

T(n) = Σⁿ⁻¹ᵢ₌₀ T(i) + αn T(n − 1) = Σⁿ⁻²ᵢ₌₀ T(i) + α(n − 1) ⟹ T(n) − T(n − 1) = T(n − 1) + α

Esta recurrencia final se simplifica a T(n) = 2T(n − 1) + α. En este punto, podemos adivinar confiadamente (o derivar vía árboles de recursión, o recordar de nuestro análisis de Torre de Hanoi) que T(n) = O(2ⁿ); de hecho, esta cota superior no es difícil de probar por inducción desde la recurrencia original de historia completa.

Además, este análisis es ajustado. Hay exactamente 2ⁿ⁻¹ maneras posibles de segmentar una cadena de longitud n—cada carácter de entrada o termina una palabra o no, excepto el último carácter de entrada, que siempre termina la última palabra. En el peor caso, nuestro algoritmo Splittable explora cada una de estas 2ⁿ⁻¹ posibilidades.

¹¹ De hecho, mientras IsWord ejecute en tiempo polinomial, Splittable ejecuta en tiempo O(2ⁿ).

¹² Esta suposición es muy conservadora para segmentación de palabras en inglés, ya que la mayoría de cadenas de letras no son palabras inglesas, pero no para el problema similar de segmentar secuencias de palabras inglesas en oraciones inglesas gramaticalmente correctas. Considera, por ejemplo, una secuencia de n copias de la palabra "buffalo", o n copias de la palabra "police", o n copias de la palabra "can", para cualquier entero positivo n. (En el Moulin Rouge, danzas que son preservables en cilindros metálicos por otras danzas tienen la oportunidad de disparar danzas que ocurren en receptáculos de basura de baños de prisión.)

**Variantes**

Ahora que tenemos el patrón de recursión básico en mano, podemos usarlo para resolver muchas variantes diferentes del problema de segmentación, tal como hicimos para el problema SubsetSum. Aquí describiré solo un ejemplo; más variaciones se consideran en los ejercicios. Como siempre, la entrada original a nuestro problema es un arreglo A[1 .. n].

Si una cadena puede segmentarse en más de una secuencia de palabras, podríamos querer encontrar la mejor segmentación según algún criterio; a la inversa, si la cadena de entrada no puede segmentarse en palabras, podríamos querer calcular la mejor segmentación que podamos encontrar, en lugar de simplemente reportar falla. Para cumplir ambos objetivos, supón que tenemos acceso a una segunda función Score que toma una cadena como entrada y devuelve un valor numérico. Por ejemplo, podríamos asignar puntajes más altos a palabras más largas o más comunes, puntajes más bajos a palabras más cortas u oscuras, puntajes ligeramente negativos para errores ortográficos menores, y puntajes más negativos a obvias no-palabras. Nuestro objetivo es encontrar una segmentación que maximice la suma de los puntajes de los segmentos.

Para cualquier índice i, sea MaxScore(i) el puntaje máximo de cualquier segmentación del sufijo A[i .. n]; necesitamos calcular MaxScore(1). Esta función satisface la siguiente recurrencia:

MaxScore(i) = { 0 si i > n maxᵢ≤ⱼ≤ₙ[Score(A[i .. j]) + MaxScore(j + 1)] de lo contrario }

Esta es esencialmente la misma recurrencia que la que desarrollamos para Splittable; la única diferencia es que las operaciones booleanas ∨ y ∧ han sido reemplazadas por las operaciones numéricas max y +.

**2.6 Subsecuencia Creciente Más Larga**

Para cualquier secuencia S, una subsecuencia de S es otra secuencia obtenida de S eliminando cero o más elementos, sin cambiar el orden de los elementos restantes; los elementos de la subsecuencia no necesitan ser contiguos en S. Por ejemplo, cuando conduces por una calle principal en cualquier ciudad, conduces a través de una secuencia de intersecciones con semáforos, pero solo tienes que parar en una subsecuencia de esas intersecciones, donde los semáforos están en rojo. Si tienes mucha suerte, nunca paras en absoluto: la secuencia vacía es una subsecuencia de S. Por otro lado, si tienes muy mala suerte, puedes tener que parar en cada intersección: S es una subsecuencia de sí misma.

Como otro ejemplo, las cadenas BENT, ACKACK, SQUARING, y SUBSEQUENT son todas subsecuencias de la cadena SUBSEQUENCEBACKTRACKING, como también lo son la cadena vacía y toda la cadena SUBSEQUENCEBACKTRACKING, pero las cadenas QUEUE y EQUUS y TALLYHO no lo son. Una subsecuencia cuyos elementos son contiguos en la secuencia original se llama subcadena; por ejemplo, MASHER y LAUGHTER son ambas subsecuencias de MANSLAUGHTER, pero solo LAUGHTER es una subcadena.

Ahora supón que nos dan una secuencia de enteros, y necesitamos encontrar la subsecuencia más larga cuyos elementos están en orden creciente. Más concretamente, la entrada es un arreglo de enteros A[1 .. n], y necesitamos calcular la secuencia más larga posible de índices 1 ≤ i₁ < i₂ < ··· < i\_ℓ ≤ n tal que A[i\_k] < A[i\_{k+1}] para todo k.

Un enfoque natural para construir esta subsecuencia creciente más larga es decidir, para cada índice j en orden desde 1 hasta n, si incluir o no A[j] en la subsecuencia. Saltando al medio de esta secuencia de decisiones, podríamos imaginar la siguiente imagen:

3 1 4 1 5 9 2 6 5 3 5 ? 8 9 7 9 3 2 3 8 4 6 2 6

Como en nuestros ejemplos de segmentación de texto anteriores, la barra negra separa nuestras decisiones pasadas de la porción de la entrada que aún no hemos procesado. Los números que ya hemos decidido incluir están resaltados y en negrita; los números que ya hemos decidido excluir están en gris. (¡Nota que los números que hemos decidido incluir están creciendo!) Nuestro algoritmo debe decidir si incluir o no el número inmediatamente después de la barra negra.

En este ejemplo, definitivamente no podemos incluir 5, porque entonces los números seleccionados ya no estarían en orden creciente. Así que saltemos al siguiente decisión:

3 1 4 1 5 9 2 6 5 3 5 8 ? 9 7 9 3 2 3 8 4 6 2 6

Ahora podemos incluir 8, pero no es obvio si deberíamos. En lugar de tratar de ser "inteligentes", nuestro algoritmo de retroceso usará fuerza bruta simple.

• Primero incluir tentativamente el 8, y dejar que el Hada de la Recursión tome el resto de las decisiones. • Luego excluir tentativamente el 8, y dejar que el Hada de la Recursión tome el resto de las decisiones.

Cualquier elección que lleve a una subsecuencia creciente más larga es la correcta. (Este es precisamente el mismo patrón de recursión que usamos para resolver SubsetSum.)

Ahora para la pregunta clave: ¿Qué necesitamos recordar sobre nuestras decisiones pasadas? Solo podemos incluir A[j] si la subsecuencia resultante está en orden creciente. Si asumimos (inductivamente!) que los números seleccionados previamente de A[1 .. j − 1] están en orden creciente, entonces podemos incluir A[j] si y solo si A[j] es mayor que el último número seleccionado de A[1 .. j − 1]. Así, la única información que necesitamos sobre el pasado es el último número seleccionado hasta ahora. Ahora podemos revisar nuestras imágenes borrando todo lo que no necesitamos:

6 5 ? 8 9 7 9 3 2 3 8 4 6 2 6 6 8 ? 9 7 9 3 2 3 8 4 6 2 6

Así que el problema que nuestra estrategia recursiva está resolviendo realmente es el siguiente:

Dado un entero prev y un arreglo A[1 .. n], encontrar la subsecuencia creciente más larga de A en la que cada elemento es mayor que prev.

Como siempre, nuestra estrategia recursiva requiere un caso base. Nuestra estrategia actual se descompone cuando llegamos al final del arreglo, porque no hay "siguiente número" que considerar. Pero un arreglo vacío tiene exactamente una subsecuencia, a saber, la secuencia vacía. Vacuamente, cada elemento en la secuencia vacía es mayor que cualquier valor que quieras, y cada par de elementos en la secuencia vacía aparece en orden creciente. Así, la subsecuencia creciente más larga del arreglo vacío tiene longitud 0.

Aquí está el algoritmo recursivo resultante:

LISbigger(prev,A[1 .. n]):

if n = 0

return 0

else if A[1] ≤ prev

return LISbigger(prev,A[2 .. n])

else

skip ← LISbigger(prev,A[2 .. n])

take ← LISbigger(A[1],A[2 .. n]) + 1

return max{skip,take}

Bien, pero recuerda que pasar arreglos en la pila de llamadas es caro; tratemos de reformular todo en términos de índices de arreglo, asumiendo que el arreglo A[1 .. n] es una variable global. El entero prev es típicamente un elemento del arreglo A[i], y el arreglo restante es siempre un sufijo A[j .. n] del arreglo de entrada original. Así que podemos reformular nuestro problema recursivo como sigue:

Dados dos índices i y j, donde i < j, encontrar la subsecuencia creciente más larga de A[j .. n] en la que cada elemento es mayor que A[i].

Sea LISbigger(i, j) la longitud de la subsecuencia creciente más larga de A[j .. n] en la que cada elemento es mayor que A[i]. Nuestra estrategia recursiva nos da la siguiente recurrencia:

LISbigger(i, j) = { 0 si j > n LISbigger(i, j + 1) si A[i] ≥ A[j] max{LISbigger(i, j + 1), 1 + LISbigger(j, j + 1)} de lo contrario }

Alternativamente, si prefieres pseudocódigo:

LISbigger(i, j):

if j > n

return 0

else if A[i] ≥ A[j]

return LISbigger(i, j + 1)

else

skip ← LISbigger(i, j + 1)

take ← LISbigger(j, j + 1) + 1

return max{skip,take}

Finalmente, necesitamos conectar nuestra estrategia recursiva al problema original: Encontrar la subsecuencia creciente más larga de un arreglo sin otras restricciones. El enfoque más simple es añadir un valor centinela artificial −∞ al comienzo del arreglo.

LIS(A[1 .. n]):

A[0] ← −∞

return LISbigger(0, 1)

El tiempo de ejecución de LISbigger satisface la recurrencia de Hanoi T(n) ≤ 2T(n−1)+O(1), que como siempre implica que T(n) = O(2ⁿ). Realmente no deberíamos sorprendernos por este tiempo de ejecución; en el peor caso, el algoritmo examina cada una de las 2ⁿ subsecuencias del arreglo de entrada.

**2.7 Subsecuencia Creciente Más Larga, Toma 2**

Esta no es la única estrategia de retroceso que podemos usar para encontrar subsecuencias crecientes más largas. En lugar de considerar la secuencia de entrada un elemento a la vez, podríamos tratar de construir la secuencia de salida un elemento a la vez. Es decir, en lugar de preguntar "¿Es A[i] el siguiente elemento de la secuencia de salida?", podríamos preguntar directamente, "¿Dónde está el siguiente elemento de la secuencia de salida, si lo hay?"

Saltando al medio de esta estrategia, podríamos estar enfrentados con la siguiente imagen. Supón que acabamos de decidir incluir el 6 justo a la izquierda de la barra negra en nuestra secuencia de salida, y necesitamos decidir qué elemento a la derecha de la barra incluir después.

3 1 4 1 5 9 2 6 | 5? 3? 5? 8? 9? 7? 9? 3? 2? 3? 8? 4? 6? 2? 6?

Por supuesto, solo podemos incluir números a la derecha que sean mayores que 6; de lo contrario, nuestra secuencia de salida no sería creciente.

3 1 4 1 5 9 2 6 | 5 3 5 8? 9? 7? 9? 3 2 3 8? 4 6 2 6

Pero no tenemos idea de cuál de esos números mayores es la mejor elección, y tratar de averiguar inteligentemente la mejor elección es demasiado trabajo, y solo nos va a meter en problemas de todos modos. En su lugar, enumeramos todas las posibilidades por fuerza bruta, y dejamos que el Hada de la Recursión evalúe cada una.

3 1 4 1 5 9 2 6 | 5 3 5 8 9 7 9 3 2 3 8 4 6 2 6 3 1 4 1 5 9 2 6 | 5 3 5 8 9 7 9 3 2 3 8 4 6 2 6 3 1 4 1 5 9 2 6 | 5 3 5 8 9 7 9 3 2 3 8 4 6 2 6 3 1 4 1 5 9 2 6 | 5 3 5 8 9 7 9 3 2 3 8 4 6 2 6 3 1 4 1 5 9 2 6 | 5 3 5 8 9 7 9 3 2 3 8 4 6 2 6

El subconjunto de números que podemos considerar como el siguiente elemento depende solo del último número que decidimos incluir. Así, podemos simplificar nuestra imagen del proceso de decisión descartando todo a la izquierda de la barra excepto el último número que decidimos incluir.

6 | 5 3 5 8 9 7 9 3 2 3 8 4 6 2 6

La secuencia restante de números es solo un sufijo del arreglo de entrada original. Así, si pensamos en el arreglo de entrada A[1 .. n] como una variable global, podemos expresar formalmente nuestro problema recursivo en términos de índices como sigue:

Dado un índice i, encontrar la subsecuencia creciente más larga de A[i .. n] que comienza con A[i].

Sea LISfirst(i) la longitud de la subsecuencia creciente más larga de A[i .. n] que comienza con A[i]. Ahora podemos formular nuestra estrategia de retroceso recursiva como la siguiente definición recursiva:

LISfirst(i) = 1 + max{LISfirst(j) | j > i y A[j] > A[i]}

Porque estamos tratando con conjuntos de números naturales, definimos max∅ = 0. Luego automáticamente tenemos LISfirst(i) = 1 si A[j] ≤ A[i] para todo j > i; en particular, LISfirst(n) = 1. Estos son los casos base para nuestra recurrencia.

También podemos expresar esta definición recursiva en pseudocódigo como sigue:

LISfirst(i):

best ← 0

for j ← i + 1 to n

if A[j] > A[i]

best ← max{best, LISfirst(j)}

return 1 + best

Finalmente, necesitamos reconectar este algoritmo recursivo a nuestro problema original—encontrar la subsecuencia creciente más larga sin conocer su primer elemento. Un enfoque natural que funciona es probar todos los primeros elementos posibles por fuerza bruta. Equivalentemente, podemos añadir un elemento centinela −∞ al comienzo del arreglo, encontrar la subsecuencia creciente más larga que comienza con el centinela, y finalmente ignorar el centinela.

LIS(A[1 .. n]):

best ← 0

for i ← 1 to n

best ← max{best, LISfirst(i)}

return best

LIS(A[1 .. n]):

A[0] ← −∞

return LISfirst(0) − 1

**2.8 Árboles de Búsqueda Binaria Óptimos**

Nuestro ejemplo final combina retroceso recursivo con la estrategia de divide y vencerás. Recuerda que el tiempo de ejecución para una búsqueda exitosa en un árbol de búsqueda binaria es proporcional al número de ancestros del nodo objetivo.¹³ Como resultado, el tiempo de búsqueda en el peor caso es proporcional a la profundidad del árbol. Así, para minimizar el tiempo de búsqueda en el peor caso, la altura del árbol debe ser tan pequeña como sea posible; por esta métrica, el árbol ideal está perfectamente balanceado.

En muchas aplicaciones de árboles de búsqueda binaria, sin embargo, es más importante minimizar el costo total de varias búsquedas en lugar del costo en el peor caso de una sola búsqueda. Si x es un objetivo de búsqueda más frecuente que y, podemos ahorrar tiempo construyendo un árbol donde la profundidad de x es menor que la profundidad de y, incluso si eso significa aumentar la profundidad general del árbol. Un árbol perfectamente balanceado no es la mejor elección si algunos elementos son significativamente más populares que otros. De hecho, ¡un árbol totalmente desbalanceado con profundidad Ω(n) podría ser realmente la mejor elección!

Esta situación sugiere el siguiente problema. Supón que nos dan un arreglo ordenado de claves A[1 .. n] y un arreglo de frecuencias de acceso correspondientes f[1 .. n]. Nuestra tarea es construir el árbol de búsqueda binaria que minimiza el tiempo total de búsqueda, asumiendo que habrá exactamente f[i] búsquedas para cada clave A[i].

Antes de pensar en cómo resolver este problema, ¡primero deberíamos llegar a una buena definición recursiva de la función que estamos tratando de optimizar! Supón que también nos dan un árbol de búsqueda binaria T con n nodos. Sean v₁, v₂, . . . , vₙ los nodos de T, indexados en orden ordenado, de manera que cada nodo vᵢ almacena la clave correspondiente A[i]. Luego ignorando factores constantes, el costo total de realizar todas las búsquedas binarias está dado por la siguiente expresión:

Cost(T, f[1 .. n]) := Σᵢ₌₁ⁿ f[i] · #ancestros de vᵢ en T (\*)

Ahora supón que vᵣ es la raíz de T; por definición, vᵣ es un ancestro de cada nodo en T. Si i < r, entonces todos los ancestros de vᵢ excepto la raíz están en el subárbol izquierdo de T. Similarmente, si i > r, entonces todos los ancestros de vᵢ excepto la raíz están en el subárbol derecho de T. Así, podemos particionar la función de costo en tres partes como sigue:

Cost(T, f[1 .. n]) = Σᵢ₌₁ⁿ f[i] + Σᵢ₌₁ʳ⁻¹ f[i] · #ancestros de vᵢ en left(T) + Σᵢ₌ᵣ₊₁ⁿ f[i] · #ancestros de vᵢ en right(T)

Las segunda y tercera sumatorias se ven exactamente como nuestra definición original (\*) para Cost(T, f[1 .. n]). La substitución simple ahora nos da una recurrencia para Cost:

Cost(T, f[1 .. n]) = Σᵢ₌₁ⁿ f[i] + Cost(left(T), f[1 ..r − 1]) + Cost(right(T), f[r + 1 .. n])

El caso base para esta recurrencia es, como siempre, n = 0; el costo de realizar cero búsquedas en el árbol vacío es cero.

Ahora nuestra tarea es calcular el árbol Tₒₚₜ que minimiza esta función de costo. Supón que de alguna manera sabemos mágicamente que la raíz de Tₒₚₜ es vᵣ. Entonces la definición recursiva de Cost(T, f) implica inmediatamente que el subárbol izquierdo left(Tₒₚₜ) debe ser el árbol de búsqueda óptimo para las claves A[1 ..r − 1] y frecuencias de acceso f[1 ..r − 1]. Similarmente, el subárbol derecho right(Tₒₚₜ) debe ser el árbol de búsqueda óptimo para las claves A[r + 1 .. n] y frecuencias de acceso f[r + 1 .. n]. Una vez que elegimos la clave correcta para almacenar en la raíz, el Hada de la Recursión construirá el resto del árbol óptimo.

Más generalmente, sea OptCost(i, k) el costo total del árbol de búsqueda óptimo para el intervalo de frecuencias f[i .. k]. Esta función obedece la siguiente recurrencia:

OptCost(i, k) = { 0 si i > k Σⱼ₌ᵢᵏ f[i] + min\_{i≤r≤k}[OptCost(i,r − 1) + OptCost(r + 1, k)] de lo contrario }

¡El caso base indica correctamente que el costo mínimo posible para realizar cero búsquedas en el conjunto vacío es cero! Nuestro problema original es calcular OptCost(1, n).

Esta definición recursiva puede traducirse mecánicamente en un algoritmo de retroceso recursivo para calcular OptCost(1, n). No es sorprendente que el tiempo de ejecución de este algoritmo sea exponencial. En el siguiente capítulo, veremos cómo reducir el tiempo de ejecución a polinomial, así que no hay mucho punto en calcular el tiempo de ejecución preciso...

¹³ Un ancestro de un nodo v es o el nodo mismo o un ancestro del padre de v. Un ancestro propio de v es o el padre de v o un ancestro propio del padre de v.

**♥Análisis**

... a menos que te guste ese tipo de cosas. Solo por diversión, averigüemos qué tan lento es realmente este algoritmo de retroceso. El tiempo de ejecución satisface la recurrencia

T(n) = Σₖ₌₁ⁿ [T(k − 1) + T(n − k)] + O(n).

El término O(n) viene de calcular el número total de búsquedas Σᵢ₌₁ⁿ f[i]. Sí, esa es una recurrencia fea, pero podemos resolverla usando exactamente el mismo truco de sustracción que usamos antes. Reemplazamos la notación O( ) con una constante explícita, reagrupamos y colectamos términos idénticos, restamos la recurrencia para T(n−1) para deshacernos de la sumatoria, y luego reagrupamos otra vez.

T(n) = 2Σₖ₌₀ⁿ⁻¹ T(k) + αn T(n − 1) = 2Σₖ₌₀ⁿ⁻² T(k) + α(n − 1) T(n) − T(n − 1) = 2T(n − 1) + α T(n) = 3T(n − 1) + α

¡Oye, eso no se ve tan mal después de todo! El método del árbol de recursión inmediatamente nos da la solución T(n) = O(3ⁿ) (o podemos simplemente adivinar y confirmar por inducción).

Este análisis implica que nuestro algoritmo recursivo no examina todos los árboles de búsqueda binaria posibles! El número de árboles de búsqueda binaria con n vértices satisface la recurrencia

N(n) = Σᵣ₌₁ⁿ⁻¹ [N(r − 1)· N(n − r)]

que tiene la solución de forma cerrada N(n) = Θ(4ⁿ/√n). (No, eso no es obvio.) Nuestro algoritmo ahorra tiempo considerable buscando independientemente los subárboles izquierdo y derecho óptimos para cada raíz. Una enumeración completa de árboles de búsqueda binaria consideraría todos los pares posibles de subárboles izquierdo y derecho; de ahí el producto en la recurrencia para N(n).

**Ejercicios**

1. Describe algoritmos recursivos para las siguientes generalizaciones del problema SubsetSum:

(a) Dados un arreglo X[1 .. n] de enteros positivos y un entero T, calcular el número de subconjuntos de X cuyos elementos suman T.

(b) Dados dos arreglos X[1 .. n] y W[1 .. n] de enteros positivos y un entero T, donde cada W[i] denota el peso del elemento correspondiente X[i], calcular el subconjunto de peso máximo de X cuyos elementos suman T. Si ningún subconjunto de X suma T, tu algoritmo debe devolver −∞.

1. Describe algoritmos recursivos para las siguientes variantes del problema de segmentación de texto. Asume que tienes una subrutina IsWord que toma un arreglo de caracteres como entrada y devuelve Verdadero si y solo si esa cadena es una "palabra".

(a) Dado un arreglo A[1 .. n] de caracteres, calcular el número de particiones de A en palabras. Por ejemplo, dada la cadena ARTISTOIL, tu algoritmo debe devolver 2, para las particiones ARTIST·OIL y ART·IS·TOIL.

(b) Dados dos arreglos A[1 .. n] y B[1 .. n] de caracteres, decidir si A y B pueden particionarse en palabras en los mismos índices. Por ejemplo, las cadenas BOTHEARTHANDSATURNSPIN y PINSTARTRAPSANDRAGSLAP pueden particionarse en palabras en los mismos índices como sigue: BOT·HEART·HAND·SAT·URNS·PIN PIN·START·RAPS·AND·RAGS·LAP

(c) Dados dos arreglos A[1 .. n] y B[1 .. n] de caracteres, calcular el número de maneras diferentes que A y B pueden particionarse en palabras en los mismos índices.

1. Una cadena de adición para un entero n es una secuencia creciente de enteros que comienza con 1 y termina con n, tal que cada entrada después de la primera es la suma de dos entradas anteriores. Más formalmente, la secuencia de enteros x₀ < x₁ < x₂ < ··· < x\_ℓ es una cadena de adición para n si y solo si

• x₀ = 1, • x\_ℓ = n, y • para cada índice k > 0, hay índices i ≤ j < k tales que x\_k = x\_i + x\_j.

La longitud de una cadena de adición es el número de elementos menos 1; no nos molestamos en contar la primera entrada. Por ejemplo, ⟨1, 2, 3, 5, 10, 20, 23, 46, 92, 184, 187, 374⟩ es una cadena de adición para 374 de longitud 11.

(a) Describe un algoritmo de retroceso recursivo para calcular una cadena de adición de longitud mínima para un entero positivo dado n. No analices u optimices el tiempo de ejecución de tu algoritmo, excepto para satisfacer tu propia curiosidad. Un algoritmo correcto cuyo tiempo de ejecución sea exponencial en n es suficiente para crédito completo. [Pista: Este problema es mucho más como n Reinas que segmentación de texto.]

♥(b) Describe un algoritmo de retroceso recursivo para calcular una cadena de adición de longitud mínima para un entero positivo dado n en tiempo que sea sub-exponencial en n. [Pista: Puedes encontrar útiles los resultados de ciertos atadores de cuerdas egipcios, prosodistas del Río Indo, y campesinos rusos.]

1. (a) Sean A[1 .. m] y B[1 .. n] dos arreglos arbitrarios. Una subsecuencia común de A y B es tanto una subsecuencia de A como una subsecuencia de B. Da una definición recursiva simple para la función lcs(A, B), que da la longitud de la subsecuencia común más larga de A y B.

(b) Sean A[1 .. m] y B[1 .. n] dos arreglos arbitrarios. Una supersecuencia común de A y B es otra secuencia que contiene tanto A como B como subsecuencias. Da una definición recursiva simple para la función scs(A, B), que da la longitud de la supersecuencia común más corta de A y B.

(c) Llama a una secuencia X[1 .. n] de números bitónica si hay un índice i con 1 < i < n, tal que el prefijo X[1 .. i] es creciente y el sufijo X[i .. n] es decreciente. Da una definición recursiva simple para la función lbs(A), que da la longitud de la subsecuencia bitónica más larga de un arreglo arbitrario A de enteros.

(d) Llama a una secuencia X[1 .. n] oscilante si X[i] < X[i + 1] para todo i par, y X[i] > X[i + 1] para todo i impar. Da una definición recursiva simple para la función los(A), que da la longitud de la subsecuencia oscilante más larga de un arreglo arbitrario A de enteros.

(e) Da una definición recursiva simple para la función sos(A), que da la longitud de la supersecuencia oscilante más corta de un arreglo arbitrario A de enteros.

(f) Llama a una secuencia X[1 .. n] convexa si 2 · X[i] < X[i − 1] + X[i + 1] para todo i. Da una definición recursiva simple para la función lxs(A), que da la longitud de la subsecuencia convexa más larga de un arreglo arbitrario A de enteros.

1. Para cada uno de los siguientes problemas, la entrada consiste en dos arreglos X[1 .. k] y Y[1 .. n] donde k ≤ n.

(a) Describe un algoritmo de retroceso recursivo para determinar si X es una subsecuencia de Y. Por ejemplo, la cadena PPAP es una subsecuencia de la cadena PENPINEAPPLEAPPLEPEN.

(b) Describe un algoritmo de retroceso recursivo para encontrar el menor número de símbolos que pueden removerse de Y de manera que X ya no sea una subsecuencia. Equivalentemente, tu algoritmo debe encontrar la subsecuencia más larga de Y que no sea una supersecuencia de X. Por ejemplo, después de remover dos símbolos de la cadena PENPINEAPPLEAPPLEPEN, la cadena PPAP ya no es una subsecuencia.

♥(c) Describe un algoritmo de retroceso recursivo para determinar si X ocurre como dos subsecuencias disjuntas de Y. Por ejemplo, la cadena PPAP aparece como dos subsecuencias disjuntas en la cadena PENPINEAPPLEAPPLEPEN.

No analices los tiempos de ejecución de tus algoritmos, excepto para satisfacer tu propia curiosidad. Los tres algoritmos ejecutan en tiempo exponencial; mejoraremos eso más tarde, así que el tiempo de ejecución preciso no es particularmente importante.

1. Este problema te pide diseñar algoritmos de retroceso para encontrar el costo de un árbol de búsqueda binaria óptimo que satisface restricciones de balance adicionales. Tu entrada consiste en un arreglo ordenado A[1 .. n] de claves de búsqueda y un arreglo f[1 .. n] de conteos de frecuencia, donde f[i] es el número de búsquedas para A[i]. Esta es exactamente la misma función de costo descrita en la Sección 2.8. Pero ahora tu tarea es calcular un árbol óptimo que satisface algunas restricciones adicionales.

(a) Los árboles AVL fueron los primeros árboles de búsqueda binaria auto-balanceados, descritos por primera vez en 1962 por Georgy Adelson-Velsky y Evgenii Landis. Un árbol AVL es un árbol de búsqueda binaria donde para cada nodo v, la altura del subárbol izquierdo de v y la altura del subárbol derecho de v difieren en a lo más uno.

Describe un algoritmo de retroceso recursivo para construir un árbol AVL óptimo para un conjunto dado de claves de búsqueda y frecuencias.

(b) Los árboles B binarios simétricos son otros árboles binarios auto-balanceados, descritos por primera vez por Rudolf Bayer en 1972; estos son mejor conocidos por el nombre árboles rojo-negro, después de una reformulación algo más simple por Leo Guibas y Bob Sedgwick en 1978. Un árbol rojo-negro es un árbol de búsqueda binaria con las siguientes restricciones adicionales:

• Cada nodo es rojo o negro.

• Cada nodo rojo tiene un padre negro.

• Cada camino de raíz a hoja contiene el mismo número de nodos negros.

Describe un algoritmo de retroceso recursivo para construir un árbol rojo-negro óptimo para un conjunto dado de claves de búsqueda y frecuencias.

(c) Los árboles AA fueron propuestos por Arne Andersson en 1993 y ligeramente simplificados (y nombrados) por Mark Allen Weiss en 2000. Los árboles AA también son conocidos como árboles rojo-negro inclinados a la izquierda, después de una reformulación simétrica (con diferentes algoritmos de rebalanceo) por Bob Sedgwick en 2006. Un árbol AA es un árbol rojo-negro con una restricción adicional:

• Ningún hijo izquierdo es rojo.¹⁴

Describe un algoritmo de retroceso recursivo para construir un árbol AA óptimo para un conjunto dado de claves de búsqueda y frecuencias.

No analices los tiempos de ejecución de tus algoritmos, excepto para satisfacer tu propia curiosidad. Los tres algoritmos ejecutan en tiempo exponencial; mejoraremos eso más tarde, así que los tiempos de ejecución precisos no son particularmente importantes.

¹⁴ La reformulación de Sedgwick requiere que ningún hijo derecho sea rojo. Lo que sea. Andersson y Sedgwick están extrañamente silenciosos sobre qué extremo del huevo comer primero.

**Para más ejercicios de retroceso, ¡ve el siguiente capítulo!**

**Capítulo 3: Programación Dinámica**

*Puedes ver en este margen cómo hemos trabajado esto; claramente, combinamos el primer número con el segundo, es decir, 1 con 2, y el segundo con el tercero, y el tercero con el cuarto, y el cuarto con el quinto, y así sucesivamente...* — Leonardo Pisano, Liber Abaci (1202)

*Aquellos que no pueden recordar el pasado están condenados a repetirlo.* — Jorge Agustín Nicolás Ruiz de Santayana y Borrás, La Vida de la Razón, Libro I: Introducción y Razón en el Sentido Común (1905)

*¿Sabes qué es una experiencia de aprendizaje? Una experiencia de aprendizaje es una de esas cosas que dice: "¿Sabes esa cosa que acabas de hacer? No hagas eso."* — Douglas Adams, El Salmón de la Duda (2002)

**3.1 Mātravṛtta**

Uno de los primeros ejemplos de recursión surgió en la India hace más de 2000 años, en el estudio de la métrica poética, o prosodia. La poesía sánscrita clásica distingue entre dos tipos de sílabas (akṣara): ligeras (laghu) y pesadas (guru). En una clase de metros, llamados diversamente mātravṛtta o mātrāchandas, cada línea de poesía consiste en un número fijo de "tiempos" (mātrā), donde cada sílaba ligera dura un tiempo y cada sílaba pesada dura dos tiempos. El estudio formal del mātravṛtta se remonta al Chandaḥśāstra, escrito por el erudito Piṅgala entre 600 a.C. y 200 a.C. Piṅgala observó que hay exactamente cinco metros de 4 tiempos: ——, —••, •—•, ••—, y ••••. (Aquí cada "—" representa una sílaba larga y cada "•" representa una sílaba corta.)¹

Aunque el texto de Piṅgala sugiere una regla sistemática para contar metros con un número dado de tiempos,² tomó aproximadamente un milenio para que esa regla fuera declarada explícitamente. En el siglo VII d.C., otro erudito indio llamado Virahaṅka escribió un comentario sobre el trabajo de Piṅgala, en el cual observó que el número de metros con n tiempos es la suma del número de metros con (n − 2) tiempos y el número de metros con (n − 1) tiempos. En notación más moderna, la observación de Virahaṅka implica una recurrencia para el número total M(n) de metros de n tiempos:

M(n) = M(n − 2) + M(n − 1)

No es difícil ver que M(0) = 1 (hay solo un metro vacío) y M(1) = 1 (el único metro de un tiempo consiste en una sola sílaba corta).

La misma recurrencia reapareció en Europa aproximadamente 500 años después de Virahaṅka, en el tratado de 1202 de Leonardo de Pisa Liber Abaci, una de las obras europeas tempranas más influyentes sobre "algorismo". En pleno cumplimiento con la Ley de Eponimia de Stigler,³ los números de Fibonacci modernos se definen usando la recurrencia de Virahaṅka, pero con casos base diferentes:

Fₙ = { 0 si n = 0 1 si n = 1 Fₙ₋₁ + Fₙ₋₂ en caso contrario }

En particular, tenemos M(n) = Fₙ₊₁ para todo n.

**El Retroceso Puede Ser Lento**

La definición recursiva de los números de Fibonacci inmediatamente nos da un algoritmo recursivo para calcularlos. Aquí está el mismo algoritmo escrito en pseudocódigo:

RecFibo(n):

si n = 0

retornar 0

sino si n = 1

retornar 1

sino

retornar RecFibo(n − 1) + RecFibo(n − 2)

Desafortunadamente, este algoritmo recursivo ingenuo es horriblemente lento. Excepto por las llamadas recursivas, todo el algoritmo requiere solo un número constante de pasos: una comparación y posiblemente una suma. Sea T(n) el número de llamadas recursivas a RecFibo; esta función satisface la recurrencia

T(0) = 1, T(1) = 1, T(n) = T(n − 1) + T(n − 2) + 1,

¡que se parece mucho a la recurrencia para los números de Fibonacci mismos! Escribir los primeros varios valores de T(n) sugiere la solución de forma cerrada T(n) = 2Fₙ₊₁ − 1, que podemos verificar por inducción (pista, pista). Así que calcular Fₙ usando este algoritmo toma aproximadamente el doble del tiempo que simplemente contar hasta Fₙ. Métodos más allá del alcance de este libro⁴ implican que Fₙ = Θ(φⁿ), donde φ = (√5 + 1)/2 ≈ 1.61803 es la llamada razón dorada. En resumen, el tiempo de ejecución de este algoritmo recursivo es exponencial en n.

**Referencia a Figura 3.1**: El árbol de recursión para calcular F₇; las flechas representan llamadas recursivas.

Podemos ver este crecimiento exponencial directamente de la siguiente manera. Piensa en el árbol de recursión para RecFibo como un árbol binario de sumas, con solo 0s y 1s en las hojas. Como la salida eventual es Fₙ, exactamente Fₙ de las hojas deben tener valor 1; estas hojas representan las llamadas a RecFibo(1). Un argumento inductivo fácil (pista, pista) implica que RecFibo(0) se llama exactamente Fₙ₋₁ veces. (Si solo queremos una cota asintótica, es suficiente observar que el número de llamadas a RecFibo(0) es a lo sumo el número de llamadas a RecFibo(1).) Así, el árbol de recursión tiene exactamente Fₙ + Fₙ₋₁ = Fₙ₊₁ = O(Fₙ) hojas, y por lo tanto, porque es un árbol binario completo, 2Fₙ₊₁ − 1 = O(Fₙ) nodos en total.

**Memo(r)ización: Recordar Todo**

La razón obvia para la falta de velocidad del algoritmo recursivo es que calcula los mismos números de Fibonacci una y otra y otra vez. Una sola llamada a RecFibo(n) resulta en una llamada recursiva a RecFibo(n − 1), dos llamadas recursivas a RecFibo(n − 2), tres llamadas recursivas a RecFibo(n − 3), cinco llamadas recursivas a RecFibo(n − 4), y en general Fₖ₋₁ llamadas recursivas a RecFibo(n − k) para cualquier entero 0 ≤ k < n. Cada llamada está recalculando algún número de Fibonacci desde cero.

Podemos acelerar nuestro algoritmo recursivo considerablemente escribiendo los resultados de nuestras llamadas recursivas y buscándolos de nuevo si los necesitamos más tarde.

MemFibo(n):

si n = 0

retornar 0

sino si n = 1

retornar 1

sino

si F[n] está indefinido

F[n] ← MemFibo(n − 1) + MemFibo(n − 2)

retornar F[n]

Esta técnica de optimización, ahora conocida como memoización (sí, sin una R), usualmente se atribuye a Donald Michie en 1967, pero esencialmente la misma técnica fue propuesta en 1959 por Arthur Samuel.⁵

**Referencia a Figura 3.2**: El árbol de recursión para F₇ recortado por memoización. Las flechas verdes hacia abajo indican escritura en el arreglo de memoización; las flechas rojas hacia arriba indican lectura del arreglo de memoización.

La memoización claramente disminuye el tiempo de ejecución del algoritmo, ¿pero por cuánto? Si realmente rastreamos las llamadas recursivas hechas por MemFibo, encontramos que el arreglo F[ ] se llena de abajo hacia arriba: primero F[2], luego F[3], y así sucesivamente, hasta F[n]. Este patrón puede verificarse por inducción: Cada entrada F[i] se llena solo después de su predecesor F[i − 1]. Si ignoramos el tiempo gastado en llamadas recursivas, requiere solo tiempo constante evaluar la recurrencia para cada número de Fibonacci Fᵢ. Pero por diseño, la recurrencia para Fᵢ se evalúa solo una vez para cada índice i. Concluimos que MemFibo realiza solo O(n) sumas, ¡una mejora exponencial sobre el algoritmo recursivo ingenuo!

**Programación Dinámica: Llenar Deliberadamente**

Una vez que vemos cómo se llena el arreglo F[ ], podemos reemplazar la recurrencia memoizada con un bucle for simple que intencionalmente llene el arreglo en ese orden, en lugar de depender de un algoritmo recursivo más complicado para hacerlo por nosotros accidentalmente.

IterFibo(n):

F[0] ← 0

F[1] ← 1

para i ← 2 hasta n

F[i] ← F[i − 1] + F[i − 2]

retornar F[n]

Ahora el análisis de tiempo es inmediato: IterFibo claramente usa O(n) sumas y almacena O(n) enteros.

Este es nuestro primer algoritmo explícito de programación dinámica. El paradigma de programación dinámica fue formalizado y popularizado por Richard Bellman a mediados de los años 1950, mientras trabajaba en la Corporación RAND, aunque estaba lejos de ser el primero en usar la técnica. En particular, este algoritmo iterativo para números de Fibonacci ya fue propuesto por Virahaṅka y prosodistas sánscritos posteriores en el siglo XII, ¡y de nuevo por Fibonacci al final del siglo XIII!⁶

Muchos años después del hecho, Bellman afirmó que deliberadamente eligió el nombre "programación dinámica" para ocultar el carácter matemático de su trabajo de sus jefes militares, que eran activamente hostiles hacia cualquier cosa que se pareciera a investigación matemática.⁷ La palabra "programación" no se refiere a escribir código, sino más bien al sentido más antiguo de planificación o programación, típicamente llenando una tabla. Por ejemplo, los programas deportivos y teatrales son horarios de eventos importantes (con anuncios); la programación televisiva involucra llenar cada espacio de tiempo disponible con un show (y anuncios); los programas de grado son horarios de clases a tomar (con anuncios). La Fuerza Aérea financió a Bellman y otros para desarrollar métodos para construir horarios de entrenamiento y logística, o como los llamaban, "programas". La palabra "dinámico" no solo era una referencia a los procesos multietapa que varían en el tiempo que Bellman y sus colegas estaban intentando optimizar, sino también una palabra de moda de marketing que resonaría con el Zeitgeist™ Futurista Can-Do de la América posterior a la Segunda Guerra Mundial.⁸ Gracias en parte al proselitismo de Bellman, la programación dinámica es ahora una herramienta estándar para planificación multietapa en economía, robótica, teoría de control y varias otras disciplinas.

**No Recordar Todo Después de Todo**

En muchos algoritmos de programación dinámica, no es necesario retener todos los resultados intermedios durante toda la computación. Por ejemplo, podemos reducir significativamente los requisitos de espacio de nuestro algoritmo IterFibo manteniendo solo los dos elementos más nuevos del arreglo:

IterFibo2(n):

prev ← 1

curr ← 0

para i ← 1 hasta n

next ← curr + prev

prev ← curr

curr ← next

retornar curr

(Este algoritmo usa el caso base no estándar pero consistente F₋₁ = 1 para que IterFibo2(0) retorne el valor correcto 0.) Aunque ahorrar espacio puede ser absolutamente crucial en la práctica, no nos enfocaremos en problemas de espacio en este libro.

**♥3.2 Aparte: Números de Fibonacci Aún Más Rápidos**

Aunque el algoritmo anterior es simple y atractivo, no es el algoritmo más rápido para calcular números de Fibonacci. Podemos derivar un algoritmo más rápido explotando la siguiente reformulación matricial de la recurrencia de Fibonacci:

[0 1] [x] = [y ] [1 1] [y] [x + y]

En otras palabras, multiplicar un vector bidimensional por la matriz [0 1; 1 1] tiene exactamente el mismo efecto que una iteración del bucle interno de IterFibo2. Se sigue que multiplicar por la matriz n veces es lo mismo que iterar el bucle n veces:

[0 1]ⁿ [1] = [Fₙ₋₁] [1 1] [0] [Fₙ ]

Así que si queremos el n-ésimo número de Fibonacci, solo necesitamos calcular la n-ésima potencia de la matriz [0 1; 1 1]. Si usamos elevación al cuadrado repetida,⁹ calcular la n-ésima potencia de algo requiere solo O(log n) multiplicaciones. Aquí, porque "algo" es una matriz de 2 × 2, eso significa O(log n) multiplicaciones de matrices de 2 × 2, cada una de las cuales se reduce a un número constante de multiplicaciones y sumas de enteros. Así, podemos calcular Fₙ en solo O(log n) operaciones aritméticas de enteros.

Podemos lograr la misma aceleración usando la identidad Fₙ = FₘFₙ₋ₘ₋₁ + Fₘ₊₁Fₙ₋ₘ, que se cumple (¡por inducción!) para todos los enteros m y n. En particular, esta identidad implica la siguiente recurrencia mutua para pares de números de Fibonacci adyacentes, propuesta por primera vez por Édouard Lucas en 1898:

F₂ₙ₋₁ = F²ₙ₋₁ + F²ₙ F₂ₙ = Fₙ(Fₙ₋₁ + Fₙ₊₁) = Fₙ(2Fₙ₋₁ + Fₙ)

(También podemos derivar esta recurrencia mutua directamente del algoritmo de elevación al cuadrado de matrices.) Estas recurrencias se traducen directamente en el siguiente algoritmo:

⟨⟨Calcular el par Fₙ₋₁, Fₙ⟩⟩

FastRecFibo(n):

si n = 1

retornar 0, 1

m ← ⌊n/2⌋

hprv, hcur ← FastRecFibo(m) ⟨⟨Fₘ₋₁, Fₘ⟩⟩

prev ← hprv² + hcur² ⟨⟨F₂ₘ₋₁⟩⟩

curr ← hcur·(2 · hprv + hcur) ⟨⟨F₂ₘ⟩⟩

next ← prev + curr ⟨⟨F₂ₘ₊₁⟩⟩

si n es par

retornar prev, curr

sino

retornar curr, next

Nuestra técnica estándar de árbol de recursión implica que este algoritmo realiza solo O(log n) operaciones aritméticas de enteros.

Esta es una aceleración exponencial sobre el algoritmo iterativo estándar, que ya era una aceleración exponencial sobre nuestro algoritmo recursivo original. ¿Correcto?

¡Whoa! ¡No tan rápido!

Bueno, no exactamente. Los números de Fibonacci crecen exponencialmente rápido. El n-ésimo número de Fibonacci es aproximadamente n log₁₀ φ ≈ n/5 dígitos decimales de largo, o n log₂ φ ≈ 2n/3 bits. ¡Así que no podemos posiblemente calcular Fₙ en tiempo logarítmico — necesitamos tiempo Ω(n) solo para escribir la respuesta!

La salida de esta aparente paradoja es observar que no podemos realizar aritmética de precisión arbitraria en tiempo constante. Sea M(n) el tiempo requerido para multiplicar dos números de n dígitos. El tiempo de ejecución de FastRecFibo satisface la recurrencia T(n) = T(⌊n/2⌋) + M(n), que se resuelve a T(n) = O(M(n)) vía árboles de recursión. El algoritmo de multiplicación de enteros más rápido conocido (a partir de 2019) funciona en tiempo O(n log n), así que ese es también el tiempo de ejecución del algoritmo más rápido conocido (a partir de 2019) para calcular números de Fibonacci.

¿Es este algoritmo más lento que nuestros algoritmos iterativos de "tiempo lineal"? En realidad, ¡no — la suma tampoco es gratis! Sumar dos números de n dígitos requiere tiempo O(n), así que los algoritmos iterativos IterFibo e IterFibo2 en realidad funcionan en tiempo O(n²). (¿Ves por qué?) Así que FastRecFibo es significativamente más rápido que los algoritmos iterativos, simplemente no exponencialmente más rápido.

En el algoritmo recursivo original, el costo extra de la aritmética de precisión arbitraria es abrumado por el enorme número de llamadas recursivas. La recurrencia correcta es T(n) = T(n − 1) + T(n − 2) + O(n), que todavía tiene la solución T(n) = O(φⁿ).

**3.3 Interpunctio Verborum Redux**

Para nuestro siguiente algoritmo de programación dinámica, consideremos el problema de segmentación de texto del capítulo anterior. Se nos da una cadena A[1 .. n] y una subrutina IsWord que determina si una cadena dada es una palabra (lo que sea que eso signifique), y queremos saber si A puede particionarse en una secuencia de palabras.

Resolvimos este problema definiendo una función Splittable(i) que retorna True si y solo si el sufijo A[i .. n] puede particionarse en una secuencia de palabras. Necesitamos calcular Splittable(1). Esta función satisface la recurrencia

Splittable(i) = { True si i > n ⋁ⱼ₌ᵢⁿ (IsWord(i, j) ∧ Splittable(j + 1)) en caso contrario }

donde IsWord(i, j) es una abreviación para IsWord(A[i .. j]). Esta recurrencia se traduce directamente en un algoritmo recursivo de retroceso que llama a la subrutina IsWord O(2ⁿ) veces en el peor caso.

Pero para cualquier cadena fija A[1 .. n], solo hay n formas diferentes de llamar a la función recursiva Splittable(i) — una para cada valor de i entre 1 y n + 1 — y solo O(n²) formas diferentes de llamar IsWord(i, j) — una para cada par (i, j) tal que 1 ≤ i ≤ j ≤ n. ¿Por qué estamos gastando tiempo exponencial calculando solo una cantidad polinomial de cosas?

Cada subproblema recursivo está especificado por un entero entre 1 y n+1, así que podemos memoizar la función Splittable en un arreglo SplitTable[1 .. n + 1]. Cada subproblema Splittable(i) depende solo de resultados de subproblemas Splittable(j) donde j > i, así que el algoritmo recursivo memoizado llena el arreglo en orden decreciente de índices. Si llenamos el arreglo en este orden deliberadamente, obtenemos el algoritmo de programación dinámica mostrado en la Figura 3.3. El algoritmo hace O(n²) llamadas a IsWord, una mejora exponencial sobre nuestro algoritmo de retroceso anterior.

**Referencia a Figura 3.3**: Interpunctio verborum velox

FastSplittable(A[1 .. n]):

SplitTable[n + 1] ← True

para i ← n hacia abajo hasta 1

SplitTable[i] ← False

para j ← i hasta n

si IsWord(i, j) y SplitTable[j + 1]

SplitTable[i] ← True

retornar SplitTable[1]

**3.4 El Patrón: Recursión Inteligente**

En pocas palabras, la programación dinámica es recursión sin repetición. Los algoritmos de programación dinámica almacenan las soluciones de subproblemas intermedios, a menudo pero no siempre en algún tipo de arreglo o tabla. Muchos estudiantes de algoritmos (e instructores, y libros de texto) cometen el error de enfocarse en la tabla — porque las tablas son fáciles y familiares — en lugar de la tarea mucho más importante (y difícil) de encontrar una recurrencia correcta. Mientras memoicemos la recurrencia correcta, una tabla explícita no es realmente necesaria, pero si la recurrencia es incorrecta, estamos bien y verdaderamente perdidos.

**La programación dinámica no se trata de llenar tablas. ¡Se trata de recursión inteligente!**

Los algoritmos de programación dinámica se desarrollan mejor en dos etapas distintas.

1. **Formular el problema recursivamente.** Escribir una fórmula recursiva o algoritmo para todo el problema en términos de las respuestas a subproblemas más pequeños. Esta es la parte difícil. Una formulación recursiva completa tiene dos partes:

(a) **Especificación.** Describir el problema que quieres resolver recursivamente, en inglés coherente y preciso — no cómo resolver ese problema, sino qué problema estás tratando de resolver. Sin esta especificación, es imposible, incluso en principio, determinar si tu solución es correcta.

(b) **Solución.** Dar una fórmula recursiva clara o algoritmo para todo el problema en términos de las respuestas a instancias más pequeñas del exactamente mismo problema.

1. **Construir soluciones a tu recurrencia de abajo hacia arriba.** Escribir un algoritmo que comience con los casos base de tu recurrencia y se abra camino hacia la solución final, considerando subproblemas intermedios en el orden correcto. Esta etapa puede dividirse en varios pasos más pequeños, relativamente mecánicos:

(a) **Identificar los subproblemas.** ¿Cuáles son todas las formas diferentes en que tu algoritmo recursivo puede llamarse a sí mismo, comenzando con alguna entrada inicial? Por ejemplo, el argumento para RecFibo es siempre un entero entre 0 y n.

(b) **Elegir una estructura de datos de memoización.** Encuentra una estructura de datos que pueda almacenar la solución a cada subproblema que identificaste en el paso (a). Esto es usualmente pero no siempre un arreglo multidimensional.

(c) **Identificar dependencias.** Excepto por los casos base, cada subproblema depende de otros subproblemas — ¿cuáles? Dibuja una imagen de tu estructura de datos, elige un elemento genérico, y dibuja flechas desde cada uno de los otros elementos de los que depende. Luego formaliza tu imagen.

(d) **Encontrar un buen orden de evaluación.** Ordena los subproblemas para que cada uno venga después de los subproblemas de los que depende. Deberías considerar los casos base primero, luego los subproblemas que dependen solo de casos base, y así sucesivamente, eventualmente construyendo hasta el problema original de nivel superior. Las dependencias que identificaste en el paso anterior definen un orden parcial sobre los subproblemas; necesitas encontrar una extensión lineal de ese orden parcial. ¡Ten cuidado!

(e) **Analizar espacio y tiempo de ejecución.** El número de subproblemas distintos determina la complejidad espacial de tu algoritmo memoizado. Para calcular el tiempo total de ejecución, suma los tiempos de ejecución de todos los subproblemas posibles, asumiendo que las llamadas recursivas más profundas ya están memoizadas. En realidad puedes hacer esto inmediatamente después del paso (a).

(f) **Escribir el algoritmo.** Sabes en qué orden considerar los subproblemas, y sabes cómo resolver cada subproblema. ¡Así que hazlo! Si tu estructura de datos es un arreglo, esto usualmente significa escribir algunos bucles for anidados alrededor de tu recurrencia original, y reemplazar las llamadas recursivas con búsquedas en arreglos.

Por supuesto, tienes que probar que cada uno de estos pasos es correcto. Si tu recurrencia está mal, o si tratas de construir respuestas en el orden incorrecto, ¡tu algoritmo no funcionará!

**3.5 Advertencia: La Codicia es Estúpida**

Si tenemos increíble suerte, podemos pasar por alto todas las recurrencias y tablas y demás, y resolver el problema usando un algoritmo codicioso. Como un algoritmo de retroceso, un algoritmo codicioso construye una solución a través de una serie de decisiones, pero toma esas decisiones directamente, sin resolver ningún subproblema recursivo. Aunque este enfoque parece muy natural, casi nunca funciona; los problemas de optimización que pueden resolverse correctamente con un algoritmo codicioso son bastante raros. Sin embargo, para muchos problemas que deberían resolverse con retroceso o programación dinámica, la primera intuición de muchos estudiantes es aplicar una estrategia codiciosa.

Por ejemplo, un algoritmo codicioso para el problema de segmentación de texto podría encontrar el prefijo más corto (o, si prefieres, más largo) de la cadena de entrada que es una palabra, aceptar ese prefijo como la primera palabra en la segmentación, y luego segmentar recursivamente el sufijo restante de la cadena de entrada. De manera similar, un algoritmo codicioso para el problema de la subsecuencia creciente más larga podría buscar el elemento más pequeño del arreglo de entrada, aceptar ese elemento como el inicio de la subsecuencia objetivo, y luego buscar recursivamente la subsecuencia creciente más larga a la derecha de ese elemento. Si estos te suenan como trucos estúpidos, date una palmadita en la espalda; estas ni siquiera están cerca de ser soluciones correctas.

Todos deberían tatuarse la siguiente oración en el dorso de sus manos, justo debajo de todas las reglas sobre logaritmos y notación big-Oh:

**¡Los algoritmos codiciosos nunca funcionan! ¡Usa programación dinámica en su lugar!**

¿Qué, nunca? ¡No, nunca! ¿Qué, nunca? Bueno... casi nunca.¹⁰

Porque el enfoque codicioso es tan increíblemente tentador, pero tan raramente correcto, abogo fuertemente por la siguiente política en cualquier curso de algoritmos, incluso (o quizás especialmente) para cursos que normalmente no piden pruebas de corrección.¹¹

**No recibirás ningún crédito por ningún algoritmo codicioso, en ninguna tarea o examen, incluso si el algoritmo es correcto, sin una prueba formal de corrección.**

Además, la gran mayoría de problemas para los cuales los estudiantes se sienten tentados a enviar un algoritmo codicioso en realidad se resuelven mejor usando programación dinámica. Así que siempre ofrezco el siguiente consejo a mis estudiantes de algoritmos.

**Cuando escribas — o incluso pienses — la palabra "codiciOSO", tu subconsciente te está diciendo que uses programación dinámicA.**

Incluso para problemas que pueden resolverse correctamente con algoritmos codiciosos, usualmente es más productivo desarrollar primero un algoritmo de retroceso o programación dinámica. Primero haz que funcione, luego hazlo rápido. Veremos técnicas para probar que los algoritmos codiciosos son correctos en el siguiente capítulo.

**3.6 Subsecuencia Creciente Más Larga**

Otro problema que consideramos en el capítulo anterior fue calcular la longitud de la subsecuencia creciente más larga de un arreglo dado A[1 .. n] de números. Desarrollamos dos algoritmos recursivos de retroceso diferentes para este problema. Ambos algoritmos funcionan en tiempo O(2ⁿ) en el peor caso; ambos algoritmos pueden acelerarse significativamente vía programación dinámica.

**Primera Recurrencia: ¿Es Este el Siguiente?**

Nuestro primer algoritmo de retroceso evaluó la función LISbigger(i, j), que definimos como la longitud de la subsecuencia creciente más larga de A[j .. n] en la cual cada elemento es mayor que A[i]. Derivamos la siguiente recurrencia para esta función:

LISbigger(i, j) = { 0 si j > n LISbigger(i, j + 1) si A[i] ≥ A[j] max{LISbigger(i, j + 1), 1 + LISbigger(j, j + 1)} en caso contrario }

Para resolver el problema original, podemos agregar un valor centinela A[0] = −∞ al arreglo y calcular LISbigger(0, 1).

Cada subproblema recursivo se identifica por dos índices i y j, así que hay solo O(n²) subproblemas recursivos distintos a considerar. Podemos memoizar los resultados de estos subproblemas en un arreglo bidimensional LISbigger[0 .. n, 1 .. n].¹² Además, cada subproblema puede resolverse en tiempo O(1), sin contar llamadas recursivas, así que deberíamos esperar que el algoritmo final de programación dinámica funcione en tiempo O(n²).

El orden en que el algoritmo recursivo memoizado llena este arreglo no es inmediatamente claro; todo lo que podemos decir de la recurrencia es que cada entrada LISbigger[i, j] se llena después de las entradas LISbigger[i, j+1] y LISbigger[j, j+1] en la siguiente columna, como se indica a la izquierda en la Figura 3.4.

**Referencia a Figura 3.4**: Dependencias de subproblemas para la subsecuencia creciente más larga, y un orden de evaluación válido.

Afortunadamente, esta información parcial es suficiente para darnos un orden de evaluación válido. Si llenamos la tabla una columna a la vez, de derecha a izquierda, entonces cuando alcancemos una entrada en la tabla, las entradas de las que depende ya están disponibles. Este puede no ser el orden que usaría el algoritmo recursivo, pero funciona, así que sigámoslo. La figura derecha en la Figura 3.4 ilustra este orden de evaluación, con una flecha doble indicando el bucle externo y flechas simples indicando el bucle interno. En este caso, las flechas simples son bidireccionales, porque el orden que usamos para llenar cada columna no importa.

¡Y hemos terminado! El pseudocódigo para nuestro algoritmo de programación dinámica se muestra abajo; como se esperaba, nuestro algoritmo claramente funciona en tiempo O(n²). Si es necesario, podemos reducir la cota de espacio de O(n²) a O(n) manteniendo solo las dos columnas más recientes de la tabla, LISbigger[·, j] y LISbigger[·, j + 1].¹³

FastLIS(A[1 .. n]):

A[0] ← −∞ ⟨⟨Agregar un centinela⟩⟩

para i ← 0 hasta n ⟨⟨Casos base⟩⟩

LISbigger[i, n + 1] ← 0

para j ← n hacia abajo hasta 1

para i ← 0 hasta j − 1 ⟨⟨... o lo que sea⟩⟩

keep ← 1 + LISbigger[j, j + 1]

skip ← LISbigger[i, j + 1]

si A[i] ≥ A[j]

LISbigger[i, j] ← skip

sino

LISbigger[i, j] ← max{keep, skip}

retornar LISbigger[0, 1]

**Segunda Recurrencia: ¿Cuál es el Siguiente?**

Nuestro segundo algoritmo de retroceso evaluó la función LISfirst(i), que definimos como la longitud de la subsecuencia creciente más larga de A[i .. n] que comienza con A[i]. Derivamos la siguiente recurrencia para esta función:

LISfirst(i) = 1 + max{LISfirst(j) | j > i y A[j] > A[i]}

Aquí, asumimos que max∅ = 0, así que los casos base como LISfirst(n) = 1 salen de la recurrencia automáticamente. Para resolver el problema original, podemos agregar un valor centinela A[0] = −∞ al arreglo y calcular LISfirst(0) − 1.

En este caso, los subproblemas recursivos se indican por un solo índice i, así que podemos memoizar la recurrencia en un arreglo unidimensional LISfirst[1 .. n]. Cada entrada LISfirst[i] depende solo de entradas LISfirst[j] con j > i, así que podemos llenar el arreglo en orden decreciente de índices. Para calcular cada LISfirst[i], necesitamos considerar LISfirst[j] para todos los índices j > i, pero no necesitamos considerar esos índices j en ningún orden particular. El algoritmo de programación dinámica resultante funciona en tiempo O(n²) y usa espacio O(n).

FastLIS2(A[1 .. n]):

A[0] = −∞ ⟨⟨Agregar un centinela⟩⟩

para i ← n hacia abajo hasta 0

LISfirst[i] ← 1

para j ← i + 1 hasta n ⟨⟨... o lo que sea⟩⟩

si A[j] > A[i] y 1 + LISfirst[j] > LISfirst[i]

LISfirst[i] ← 1 + LISfirst[j]

retornar LISfirst[0] − 1 ⟨⟨No contar el centinela⟩⟩

**3.7 Distancia de Edición**

La distancia de edición entre dos cadenas es el número mínimo de inserciones de letras, eliminaciones de letras y sustituciones de letras requerido para transformar una cadena en la otra. Por ejemplo, la distancia de edición entre FOOD y MONEY es a lo sumo cuatro:

FOOD → MOOD → MOND → MONED → MONEY

Esta función de distancia fue propuesta independientemente por Vladimir Levenshtein en 1965 (trabajando en teoría de codificación), Taras Vintsyuk en 1968 (trabajando en reconocimiento de voz), y Stanislaw Ulam en 1972 (trabajando con secuencias biológicas). Por esta razón, la distancia de edición a veces se llama distancia de Levenshtein o distancia de Ulam (pero extrañamente, nunca "distancia de Vintsyuk").

Podemos visualizar este proceso de edición alineando las cadenas una encima de la otra, con un espacio en la primera palabra por cada inserción y un espacio en la segunda palabra por cada eliminación. Las columnas con dos caracteres diferentes corresponden a sustituciones. En esta representación, el número de pasos de edición es simplemente el número de columnas que no contienen el mismo carácter dos veces.

F O O D -

M O N E Y

Es bastante obvio que no podemos transformar FOOD en MONEY en tres pasos, así que la distancia de edición entre FOOD y MONEY es exactamente cuatro. Desafortunadamente, no es tan fácil en general decir cuándo una secuencia de ediciones es lo más corta posible. Por ejemplo, el siguiente alineamiento muestra que la distancia entre las cadenas ALGORITHM y ALTRUISTIC es a lo sumo 6. ¿Es eso lo mejor que podemos hacer?

A L G O R I T H M -

A L T R U I S T I C

**Estructura Recursiva**

Para desarrollar un algoritmo de programación dinámica para calcular la distancia de edición, primero necesitamos formular el problema recursivamente. Nuestra representación de alineamiento para secuencias de edición tiene una propiedad crucial de "estructura óptima". Supón que tenemos la representación de espacios para la secuencia de edición más corta para dos cadenas. Si eliminamos la última columna, las columnas restantes deben representar la secuencia de edición más corta para los prefijos restantes. Podemos probar fácilmente esta observación por contradicción: Si los prefijos tuvieran una secuencia de edición más corta, pegar la última columna nos daría una secuencia de edición más corta para las cadenas originales.

Dicho de manera diferente, el alineamiento que estamos buscando representa una secuencia de operaciones de edición, ordenadas (sin razón particular) de derecha a izquierda. Resolver el problema de distancia de edición requiere tomar una secuencia de decisiones, una para cada columna en el alineamiento de salida. En el medio de esta secuencia de decisiones, ya hemos alineado un sufijo de una cadena con un sufijo de la otra.

ALGOR ITHM

ALTRU ISTIC

Porque el costo de un alineamiento es simplemente el número de columnas no coincidentes, nuestras decisiones restantes no dependen de las operaciones de edición que ya hemos elegido; solo dependen de los prefijos que aún no hemos alineado.
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ALTRU

Así, para cualquiera dos cadenas de entrada A[1 .. m] y B[1 .. n], podemos formular el problema de distancia de edición recursivamente de la siguiente manera: Para cualquier índice i y j, sea Edit(i, j) la distancia de edición entre los prefijos A[1 .. i] y B[1 .. j]. Necesitamos calcular Edit(m, n).

**Recurrencia**

Cuando i y j son ambos positivos, hay exactamente tres posibilidades para la última columna en el alineamiento óptimo de A[1 .. i] y B[1 .. j]:

• **Inserción**: La última entrada en la fila superior está vacía. En este caso, la distancia de edición es igual a Edit(i, j −1) +1. El +1 es el costo de la inserción final, y la expresión recursiva da el costo mínimo para el alineamiento restante.
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• **Eliminación**: La última entrada en la fila inferior está vacía. En este caso, la distancia de edición es igual a Edit(i − 1, j) + 1. El +1 es el costo de la eliminación final, y la expresión recursiva da el costo mínimo para el alineamiento restante.
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ALTRU

• **Sustitución**: Ambas filas tienen caracteres en la última columna. Si estos dos caracteres son diferentes, entonces la distancia de edición es igual a Edit(i−1, j−1)+1. Si estos dos caracteres son iguales, la sustitución es gratis, así que la distancia de edición es Edit(i − 1, j − 1).
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Este análisis de casos genérico se descompone si i = 0 o j = 0, pero esos casos límite son fáciles de manejar directamente.

• Transformar la cadena vacía en una cadena de longitud j requiere j inserciones, así que Edit(0, j) = j.

• Transformar una cadena de longitud i en la cadena vacía requiere i eliminaciones, así que Edit(i, 0) = i.

Como una verificación de cordura, ¡ambos casos base indican correctamente que la distancia de edición entre la cadena vacía y la cadena vacía es cero!

Concluimos que la función Edit satisface la siguiente recurrencia:

Edit(i, j) = { i si j = 0 j si i = 0 min{Edit(i, j − 1) + 1, Edit(i − 1, j) + 1, Edit(i − 1, j − 1) + [A[i] ≠ B[j]]} en caso contrario }

**Programación Dinámica**

Ahora que tenemos una recurrencia, podemos transformarla en un algoritmo de programación dinámica siguiendo nuestra receta mecánica usual.

• **Subproblemas**: Cada subproblema recursivo se identifica por dos índices 0 ≤ i ≤ m y 0 ≤ j ≤ n.

• **Estructura de memoización**: Así que podemos memoizar todos los valores posibles de Edit(i, j) en un arreglo bidimensional Edit[0 .. m, 0 .. n].

• **Dependencias**: Cada entrada Edit[i, j] depende solo de sus tres entradas vecinas Edit[i − 1, j], Edit[i, j − 1], y Edit[i − 1, j − 1].

• **Orden de evaluación**: Si llenamos este arreglo en orden estándar fila-mayor — fila por fila de arriba hacia abajo, cada fila de izquierda a derecha — entonces cuando alcancemos una entrada en el arreglo, todas las entradas de las que depende ya están disponibles. (Este no es el único orden de evaluación que podríamos usar, pero funciona, así que sigámoslo.)

j →

i ↓ [diagram showing dependency pattern]

• **Espacio y tiempo**: La estructura de memoización usa espacio O(mn). Podemos calcular cada entrada Edit[i, j] en tiempo O(1) una vez que conocemos sus predecesores, así que el algoritmo general funciona en tiempo O(mn).

Aquí está el algoritmo de programación dinámica resultante:

EditDistance(A[1 .. m], B[1 .. n]):

para j ← 0 hasta n

Edit[0, j] ← j

para i ← 1 hasta m

Edit[i, 0] ← i

para j ← 1 hasta n

ins ← Edit[i, j − 1] + 1

del ← Edit[i − 1, j] + 1

si A[i] = B[j]

rep ← Edit[i − 1, j − 1]

sino

rep ← Edit[i − 1, j − 1] + 1

Edit[i, j] ← min{ins, del, rep}

retornar Edit[m, n]

Este algoritmo se atribuye más comúnmente a Robert Wagner y Michael Fischer, quienes describieron el algoritmo en 1974. Sin embargo, en pleno cumplimiento con la Ley de Eponimia de Stigler, algoritmos idénticos o más generales fueron descubiertos independientemente por Taras Vintsyuk en 1968, V. M. Velichko y N. G. Zagoruyko en 1970, David Sankoff en 1972, Peter Sellers en 1974, y casi ciertamente varios otros.¹⁴ Curiosamente, ¡ninguno de estos autores cita ni a Levenshtein ni a Ulam!

La tabla de memoización para las cadenas de entrada ALGORITHM y ALTRUISTIC se muestra abajo. Los números en negrita indican lugares donde los caracteres en las dos cadenas son iguales. ¡La distancia de edición entre ALGORITHM y ALTRUISTIC es de hecho seis!
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0→1→2→3→4→5→6→7→8→9

A 1→0→1→2→3→4→5→6→7→8

L 2→1→0→1→2→3→4→5→6→7

T 3→2→1→1→2→3→4→4→5→6

R 4→3→2→2→2→2→3→4→5→6

U 5→4→3→3→3→3→3→4→5→6

I 6→5→4→4→4→4→3→4→5→6

S 7→6→5→5→5→5→4→4→5→6

T 8→7→6→6→6→6→5→4→5→6

I 9→8→7→7→7→7→6→5→5→6

C 10→9→8→8→8→8→7→6→6→6

Las flechas en esta tabla indican cuál(es) predecesor(es) realmente definen cada entrada. Cada dirección de flecha corresponde a una operación de edición diferente: horizontal=eliminación, vertical=inserción, y diagonal=sustitución. Las flechas diagonales rojas en negrita indican sustituciones "gratuitas" de una letra por sí misma. Cualquier camino de flechas desde la esquina superior izquierda hasta la esquina inferior derecha de esta tabla representa una secuencia óptima de edición entre las dos cadenas. El arreglo de memoización de ejemplo contiene exactamente tres caminos dirigidos desde la esquina superior izquierda hasta la esquina inferior derecha, cada uno indicando una secuencia diferente de seis ediciones transformando ALGORITHM en ALTRUISTIC, como se muestra en la página siguiente.
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Nuestro algoritmo EditDistance en realidad no calcula o almacena ninguna flecha en la tabla, pero la(s) flecha(s) que llevan a cualquier entrada en la tabla pueden reconstruirse al vuelo en tiempo O(1) a partir de los valores numéricos. Así, una vez que hemos llenado la tabla, podemos reconstruir la secuencia de edición más corta en tiempo adicional O(n+m).

**3.8 Suma de Subconjuntos**

Recuerda que el problema de Suma de Subconjuntos pregunta si algún subconjunto de un arreglo dado X[1 .. n] de enteros positivos suma a un entero dado T. En el capítulo anterior, desarrollamos un algoritmo recursivo de Suma de Subconjuntos que puede reformularse de la siguiente manera. Fija el arreglo de entrada original X[1 .. n] y define la función booleana SS(i, t) = True si y solo si algún subconjunto de X[i .. n] suma a t.

Necesitamos calcular SS(1, T). Esta función satisface la siguiente recurrencia:

SS(i, t) = { True si t = 0 False si t < 0 o i > n SS(i + 1, t) ∨ SS(i + 1, t − X[i]) en caso contrario }

Podemos transformar esta recurrencia en un algoritmo de programación dinámica siguiendo el texto estándar usual.

• **Subproblemas**: Cada subproblema se describe por un entero i tal que 1 ≤ i ≤ n + 1, y un entero t ≤ T. Sin embargo, los subproblemas con t < 0 son triviales, así que parece bastante tonto memoizarlos.¹⁵ De hecho, podemos modificar la recurrencia para que esos subproblemas nunca surjan:

SS(i, t) = { True si t = 0 False si i > n SS(i + 1, t) si t < X[i] SS(i + 1, t) ∨ SS(i + 1, t − X[i]) en caso contrario }

• **Estructura de datos**: Podemos memoizar nuestra recurrencia en un arreglo bidimensional S[1 .. n + 1, 0 .. T], donde S[i, t] almacena el valor de SS(i, t).

• **Orden de evaluación**: Cada entrada S[i, t] depende de a lo sumo dos otras entradas, ambas de la forma SS[i + 1,·]. Así que podemos llenar el arreglo considerando filas de abajo hacia arriba en el bucle externo, y considerando los elementos en cada fila en orden arbitrario en el bucle interno.

• **Espacio y tiempo**: La estructura de memoización usa espacio O(nT). Si S[i+1, t] y S[i +1, t − X[i]] ya se conocen, podemos calcular S[i, t] en tiempo constante, así que el algoritmo funciona en tiempo O(nT).

Aquí está el algoritmo de programación dinámica resultante:

FastSubsetSum(X[1 .. n], T):

S[n + 1, 0] ← True

para t ← 1 hasta T

S[n + 1, t] ← False

para i ← n hacia abajo hasta 1

S[i, 0] = True

para t ← 1 hasta X[i] − 1

S[i, t] ← S[i + 1, t] ⟨⟨Evitar el caso t < 0⟩⟩

para t ← X[i] hasta T

S[i, t] ← S[i + 1, t] ∨ S[i + 1, t − X[i]]

retornar S[1, T]

El tiempo de ejecución en el peor caso O(nT) para este algoritmo es una mejora significativa sobre el algoritmo recursivo de retroceso de tiempo O(2ⁿ) cuando T es pequeño.¹⁶ Sin embargo, si la suma objetivo T es significativamente mayor que 2ⁿ, este algoritmo iterativo es en realidad más lento que el algoritmo recursivo ingenuo, porque está perdiendo tiempo resolviendo subproblemas que el algoritmo recursivo nunca considera. ¡La programación dinámica no siempre es una mejora!¹⁷

**3.9 Árboles de Búsqueda Binaria Óptimos**

El problema final que consideramos en el capítulo anterior fue el problema del árbol de búsqueda binaria óptimo. La entrada es un arreglo ordenado A[1 .. n] de claves de búsqueda y un arreglo f [1 .. n] de conteos de frecuencia, donde f [i] es el número de veces que buscaremos A[i]. Nuestra tarea es construir un árbol de búsqueda binaria para ese conjunto tal que el costo total de todas las búsquedas sea lo más pequeño posible.

Fija el arreglo de frecuencias f, y sea OptCost(i, k) el tiempo total de búsqueda en el árbol de búsqueda óptimo para el subarreglo A[i .. k]. Derivamos la siguiente recurrencia para la función OptCost:

OptCost(i, k) = { 0 si i > k Σⱼ₌ᵢᵏ f[j] + min\_{i≤r≤k} (OptCost(i,r − 1) + OptCost(r + 1, k)) en caso contrario }

Probablemente puedas adivinar lo que vamos a hacer con esta recurrencia eventualmente, pero deshagámonos de esa suma fea primero.

Para cualquier par de índices i ≤ k, sea F(i, k) el conteo total de frecuencia para todas las claves en el intervalo A[i .. k]:

F(i, k) := Σⱼ₌ᵢᵏ f[j]

Esta función satisface la siguiente recurrencia simple:

F(i, k) = { f[i] si i = k F(i, k − 1) + f[k] en caso contrario }

Podemos calcular todos los valores posibles de F(i, k) en tiempo O(n²) usando — ¡lo adivinaste! — programación dinámica. Los pasos mecánicos usuales nos dan el siguiente algoritmo de programación dinámica:

InitF(f [1 .. n]):

para i ← 1 hasta n

F[i, i − 1] ← 0

para k ← i hasta n

F[i, k] ← F[i, k − 1] + f[k]

Usaremos este algoritmo corto como una subrutina de inicialización. Esta inicialización nos permite simplificar la recurrencia OptCost original de la siguiente manera:

OptCost(i, k) = { 0 si i > k F[i, k] + min\_{i≤r≤k} (OptCost(i,r − 1) + OptCost(r + 1, k)) en caso contrario }

Ahora hagamos girar la manivela.

• **Subproblemas**: Cada subproblema recursivo se especifica por dos enteros i y k, tales que 1 ≤ i ≤ n + 1 y 0 ≤ k ≤ n.

• **Memoización**: Podemos almacenar todos los valores posibles de OptCost en un arreglo bidimensional OptCost[1 .. n + 1, 0 .. n]. (Solo las entradas OptCost[i, j] con j ≥ i − 1 serán realmente usadas, pero lo que sea.)

• **Dependencias**: Cada entrada OptCost[i, k] depende de las entradas OptCost[i, j − 1] y OptCost[j + 1, k], para toda j tal que i ≤ j ≤ k. En otras palabras, cada entrada de la tabla depende de todas las entradas ya sea directamente a la izquierda o directamente abajo.

k →

i ↓ [dependency diagram]

La siguiente subrutina llena la entrada OptCost[i, k], asumiendo que todas las entradas de las que depende ya han sido calculadas.

ComputeOptCost(i, k):

OptCost[i, k] ← ∞

para r ← i hasta k

tmp ← OptCost[i,r − 1] + OptCost[r + 1, k]

si OptCost[i, k] > tmp

OptCost[i, k] ← tmp

OptCost[i, k] ← OptCost[i, k] + F[i, k]

• **Orden de evaluación**: Hay al menos tres órdenes diferentes que pueden usarse para llenar el arreglo. El primero que se le ocurre a la mayoría de estudiantes es escanear a través de la tabla una diagonal a la vez, comenzando con los casos base triviales OptCost[i, i − 1] y trabajando hacia la respuesta final OptCost[1, n], así:

OptimalBST(f [1 .. n]):

InitF(f [1 .. n])

para i ← 1 hasta n + 1

OptCost[i, i − 1] ← 0

para d ← 0 hasta n − 1

para i ← 1 hasta n − d ⟨⟨... o lo que sea⟩⟩

ComputeOptCost(i, i + d)

retornar OptCost[1, n]

También podríamos atravesar el arreglo fila por fila de abajo hacia arriba, atravesando cada fila de izquierda a derecha, o columna por columna de izquierda a derecha, atravesando cada columna de abajo hacia arriba.

OptimalBST2(f [1 .. n]):

InitF(f [1 .. n])

para i ← n + 1 hacia abajo hasta 1

OptCost[i, i − 1] ← 0

para j ← i hasta n

ComputeOptCost(i, j)

retornar OptCost[1, n]

OptimalBST3(f [1 .. n]):

InitF(f [1 .. n])

para j ← 0 hasta n + 1

OptCost[j + 1, j] ← 0

para i ← j hacia abajo hasta 1

ComputeOptCost(i, j)

retornar OptCost[1, n]

Como antes, podemos ilustrar estos órdenes de evaluación usando una flecha de línea doble para indicar el bucle externo y flechas de línea simple para indicar el bucle interno. Las flechas bidireccionales en el primer orden de evaluación indican que el orden de los bucles internos no importa.

• **Tiempo y espacio**: La estructura de memoización usa espacio O(n²). Sin importar qué orden de evaluación elijamos, necesitamos tiempo O(n) para calcular cada entrada OptCost[i, k], así que nuestro algoritmo general funciona en tiempo O(n³).

Como de costumbre, podríamos haber predicho las cotas finales de espacio y tiempo directamente de la recurrencia original:

OptCost(i, k) = { 0 si i > k F[i, k] + min\_{i≤r≤k} (OptCost(i,r − 1) + OptCost(r + 1, k)) en caso contrario }

La función OptCost tiene dos argumentos, cada uno de los cuales puede tomar aproximadamente n valores diferentes, así que probablemente necesitamos una estructura de datos de tamaño O(n²). Por otro lado, hay tres variables en el cuerpo de la recurrencia (i, k, y r), cada una de las cuales puede tomar aproximadamente n valores diferentes, así que debería tomar tiempo O(n³) calcular todo.

**3.10 Programación Dinámica en Árboles**

Hasta ahora, todos nuestros ejemplos de programación dinámica usan arreglos multidimensionales para almacenar los resultados de subproblemas recursivos. Sin embargo, como muestra el siguiente ejemplo, esta no siempre es la estructura de datos más apropiada para usar.

Un conjunto independiente en un grafo es un subconjunto de los vértices sin aristas entre ellos. Encontrar el conjunto independiente más grande en un grafo arbitrario es extremadamente difícil; de hecho, este es uno de los problemas NP-difíciles canónicos que estudiaremos en el Capítulo 12. Pero en algunas clases especiales de grafos, podemos encontrar conjuntos independientes más grandes rápidamente. En particular, cuando el grafo de entrada es un árbol con n vértices, en realidad podemos calcular el conjunto independiente más grande en tiempo O(n).

Supón que se nos da un árbol T. Sin pérdida de generalidad, supón que T es un árbol con raíz; es decir, hay un nodo especial en T llamado la raíz, y todas las aristas están implícitamente dirigidas alejándose de este vértice. (Si T es un árbol sin raíz — un grafo no dirigido acíclico conectado — podemos elegir un vértice arbitrario como la raíz.) Llamamos al vértice w un descendiente del vértice v si el camino único de w a la raíz incluye a v; equivalentemente, los descendientes de v son v mismo y los descendientes de los hijos de v. El subárbol con raíz en v consiste en todos los descendientes de v y las aristas entre ellos.

Para cualquier nodo v en T, sea MIS(v) el tamaño del conjunto independiente más grande en el subárbol con raíz en v. Cualquier conjunto independiente en este subárbol que excluye a v mismo es la unión de conjuntos independientes en los subárboles con raíz en los hijos de v. Por otro lado, cualquier conjunto independiente que incluye a v necesariamente excluye a todos los hijos de v, y por lo tanto incluye conjuntos independientes en los subárboles con raíz en los nietos de v. Así, la función MIS obedece la siguiente recurrencia, donde la notación no estándar w ↓ v significa "w es un hijo de v":

MIS(v) = max(Σ\_{w↓v} MIS(w), 1 + Σ\_{w↓v} Σ\_{x↓w} MIS(x))

Necesitamos calcular MIS(r), donde r es la raíz de T.

**Referencia a Figura 3.5**: Calcular el conjunto independiente máximo en un árbol

¿Qué estructura de datos deberíamos usar para memoizar esta recurrencia? ¡La elección más natural es el árbol T mismo! Específicamente, para cada vértice v en T, almacenamos el resultado de MIS(v) en un nuevo campo v.MIS. (En principio, podríamos usar un arreglo en su lugar, pero entonces necesitaríamos punteros de ida y vuelta entre cada nodo y su entrada de arreglo correspondiente, ¿así que para qué molestarse?)

¿Cuál es un buen orden para considerar los subproblemas? El subproblema asociado con cualquier nodo v depende de los subproblemas asociados con los hijos y nietos de v. Así que podemos visitar los nodos en cualquier orden que nos guste, siempre que cada vértice sea visitado antes que su padre; en particular, podemos usar un recorrido post-orden estándar.

¿Cuál es el tiempo de ejecución del algoritmo? El tiempo no recursivo asociado con cada nodo v es proporcional al número de hijos y nietos de v; este número puede ser muy diferente de un vértice al siguiente. Pero podemos dar vuelta al análisis: ¡Cada vértice contribuye una cantidad constante de tiempo a su padre y su abuelo! Porque cada vértice tiene a lo sumo un padre y a lo sumo un abuelo, el algoritmo funciona en tiempo O(n).

Aquí está el algoritmo de programación dinámica resultante. Sí, todavía es recursivo, porque esa es la forma más natural de implementar un recorrido post-orden del árbol.

TreeMIS(v):

skipv ← 0

para cada hijo w de v

skipv ← skipv + TreeMIS(w)

keepv ← 1

para cada nieto x de v

keepv ← keepv + x.MIS

v.MIS ← max{keepv, skipv}

retornar v.MIS

Podemos derivar un algoritmo lineal aún más simple definiendo dos funciones separadas sobre los nodos de T:

• Sea MISyes(v) el tamaño del conjunto independiente más grande del subárbol con raíz en v que incluye a v.

• Sea MISno(v) el tamaño del conjunto independiente más grande del subárbol con raíz en v que excluye a v.

De nuevo, necesitamos calcular max{MISyes(r), MISno(r)}, donde r es la raíz de T.

Las primeras dos funciones satisfacen la siguiente recurrencia mutua:

MISyes(v) = 1 + Σ\_{w↓v} MISno(w)

MISno(v) = Σ\_{w↓v} max{MISyes(w), MISno(w)}

De nuevo, podemos memoizar estas funciones en el árbol mismo, definiendo dos nuevos campos para cada vértice. Un recorrido post-orden sencillo del árbol evalúa ambas funciones en cada nodo en tiempo O(n). El siguiente algoritmo no solo memoiza ambos valores de función en v, sino que también retorna el mayor de esos dos valores.

TreeMIS2(v):

v.MISno ← 0

v.MISyes ← 1

para cada hijo w de v

v.MISno ← v.MISno + TreeMIS2(w)

v.MISyes ← v.MISyes + w.MISno

retornar max{v.MISyes, v.MISno}

En la segunda línea del bucle interno, estamos usando el valor w.MISno que fue memoizado por la llamada recursiva en la línea anterior.

**Ejercicios del Capítulo 3 - Programación Dinámica**

Para todos los siguientes ejercicios — y más generalmente al desarrollar cualquier nuevo algoritmo de programación dinámica — recomiendo fuertemente seguir los pasos delineados en la Sección 3.4. En particular, ni siquiera comiences a pensar en tablas o bucles for hasta que tengas una solución recursiva completa, incluyendo una especificación clara en inglés de los subproblemas recursivos que realmente estás resolviendo.¹⁸

**Primero haz que funcione, luego hazlo rápido.**

**Secuencias/Arreglos**

**1.** En una vida anterior, trabajaste como cajero en la perdida colonia antártica de Nadiria, pasando la mayor parte de tu día dando cambio a tus clientes. Porque el papel es un recurso muy raro y valioso en la Antártida, los cajeros estaban obligados por ley a usar la menor cantidad posible de billetes cuando daban cambio. Gracias a las predilecciones numerológicas de uno de sus fundadores, la moneda de Nadiria, llamada Dream-Dollars, estaba disponible en las siguientes denominaciones: $1, $4, $7, $13, $28, $52, $91, y $365.¹⁹

♠ (a) El algoritmo codicioso de cambio repetidamente toma el billete más grande que no excede la cantidad objetivo. Por ejemplo, para hacer $122 usando el algoritmo codicioso, primero tomamos un billete de $91, luego un billete de $28, y finalmente tres billetes de $1. Da un ejemplo donde este algoritmo codicioso usa más billetes Dream-Dollar que el mínimo posible. [Pista: Puede ser más fácil escribir un pequeño programa que calcularlo a mano.]

(b) Describe y analiza un algoritmo recursivo que calcule, dado un entero k, el número mínimo de billetes necesarios para hacer k Dream-Dollars. (No te preocupes por hacer tu algoritmo rápido; solo asegúrate de que sea correcto.)

(c) Describe un algoritmo de programación dinámica que calcule, dado un entero k, el número mínimo de billetes necesarios para hacer k Dream-Dollars. (Este debe ser rápido.)

**2.** Describe algoritmos eficientes para las siguientes variantes del problema de segmentación de texto. Asume que tienes una subrutina IsWord que toma un arreglo de caracteres como entrada y retorna True si y solo si esa cadena es una "palabra". Analiza tus algoritmos acotando el número de llamadas a IsWord.

(a) Dado un arreglo A[1 .. n] de caracteres, calcula el número de particiones de A en palabras. Por ejemplo, dada la cadena ARTISTOIL, tu algoritmo debería retornar 2, para las particiones ARTIST·OIL y ART·IS·TOIL.

(b) Dados dos arreglos A[1 .. n] y B[1 .. n] de caracteres, decide si A y B pueden particionarse en palabras en los mismos índices. Por ejemplo, las cadenas BOTHEARTHANDSATURNSPIN y PINSTARTRAPSANDRAGSLAP pueden particionarse en palabras en los mismos índices de la siguiente manera:

BOT·HEART·HAND·SAT·URNS·PIN

PIN·START·RAPS·AND·RAGS·LAP

(c) Dados dos arreglos A[1 .. n] y B[1 .. n] de caracteres, calcula el número de diferentes formas en que A y B pueden particionarse en palabras en los mismos índices.

**3.** Supón que se te da un arreglo A[1 .. n] de números, que pueden ser positivos, negativos, o cero, y que no son necesariamente enteros.

(a) Describe y analiza un algoritmo que encuentra la suma más grande de elementos en un subarreglo contiguo A[i .. j].

(b) Describe y analiza un algoritmo que encuentra el producto más grande de elementos en un subarreglo contiguo A[i .. j].

Por ejemplo, dado el arreglo [−6, 12, −7, 0, 14, −7, 5] como entrada, tu primer algoritmo debería retornar 19, y tu segundo algoritmo debería retornar 504.

suma=19

⎫

−6 12 −7 0 14 −7 5

⎭‾‾‾‾‾‾‾‾‾‾‾⎫

producto=504

Dado el arreglo de un elemento [−374] como entrada, tu primer algoritmo debería retornar 0, y tu segundo algoritmo debería retornar 1. (¡El intervalo vacío todavía es un intervalo!) Para propósitos de análisis, asume que comparar, sumar, o multiplicar cualquier par de números toma tiempo O(1).

[Pista: La parte (a) ha sido una pregunta estándar de entrevista de ciencias de la computación desde al menos mediados de los años 1980. Puedes encontrar muchas soluciones correctas en la web; ¡el problema incluso tiene su propia página de Wikipedia! Pero al menos en 2016, una fracción significativa de las soluciones que encontré en la web para la parte (b) eran ya sea más lentas de lo necesario o en realidad incorrectas.]

**4.** Este ejercicio explora variantes del problema del subarreglo máximo (Problema 3). En todos los casos, tu entrada consiste en un arreglo A[1 .. n] de números reales (que podrían ser positivos, negativos, o cero) y posiblemente un entero adicional X ≥ 0.

(a) **Envolvente**: Supón que A es un arreglo circular. En este contexto, un "subarreglo contiguo" puede ser ya sea un intervalo A[i .. j] o un sufijo seguido por un prefijo A[i .. n] · A[1 .. j]. Describe y analiza un algoritmo que encuentra un subarreglo contiguo de A con la suma más grande.

(b) **Solo subarreglos largos**: Describe y analiza un algoritmo que encuentra un subarreglo contiguo de A de longitud al menos X que tiene la suma más grande. (Asume X ≤ n.)

(c) **Solo subarreglos cortos**: Describe y analiza un algoritmo que encuentra un subarreglo contiguo de A de longitud a lo sumo X que tiene la suma más grande.

(d) **El Precio es Correcto**: Describe y analiza un algoritmo que encuentra un subarreglo contiguo de A con la suma más grande menor o igual a X.

(e) Describe un algoritmo más rápido para el Problema 4(d) cuando cada número en el arreglo A es no negativo.

**5.** Este ejercicio te pide desarrollar algoritmos eficientes para encontrar subsecuencias óptimas de varios tipos. Una subsecuencia es cualquier cosa obtenida de una secuencia extrayendo un subconjunto de elementos, pero manteniéndolos en el mismo orden; los elementos de la subsecuencia no necesitan ser contiguos en la secuencia original. Por ejemplo, las cadenas C, DAMN, YAIOAI, y DYNAMICPROGRAMMING son todas subsecuencias de la cadena DYNAMICPROGRAMMING.

[Pista: Exactamente uno de estos problemas puede resolverse en tiempo O(n) usando un algoritmo codicioso.]

(a) Sean A[1 .. m] y B[1 .. n] dos arreglos arbitrarios. Una subsecuencia común de A y B es otra secuencia que es subsecuencia de tanto A como B. Describe un algoritmo eficiente para calcular la longitud de la subsecuencia común más larga de A y B.

(b) Sean A[1 .. m] y B[1 .. n] dos arreglos arbitrarios. Una supersecuencia común de A y B es otra secuencia que contiene tanto A como B como subsecuencias. Describe un algoritmo eficiente para calcular la longitud de la supersecuencia común más corta de A y B.

(c) Llama a una secuencia X[1 .. n] de números **bitónica** si hay un índice i con 1 < i < n, tal que el prefijo X[1 .. i] es creciente y el sufijo X[i .. n] es decreciente. Describe un algoritmo eficiente para calcular la longitud de la subsecuencia bitónica más larga de un arreglo arbitrario A de enteros.

(d) Llama a una secuencia X[1 .. n] de números **oscilante** si X[i] < X[i + 1] para todo i par, y X[i] > X[i + 1] para todo i impar. Describe un algoritmo eficiente para calcular la longitud de la subsecuencia oscilante más larga de un arreglo arbitrario A de enteros.

(e) Describe un algoritmo eficiente para calcular la longitud de la supersecuencia oscilante más corta de un arreglo arbitrario A de enteros.

(f) Llama a una secuencia X[1 .. n] de números **convexa** si 2·X[i] < X[i−1]+X[i+1] para todo i. Describe un algoritmo eficiente para calcular la longitud de la subsecuencia convexa más larga de un arreglo arbitrario A de enteros.

(g) Llama a una secuencia X[1 .. n] de números **débilmente creciente** si cada elemento es mayor que el promedio de los dos elementos anteriores; es decir, 2·X[i] > X[i − 1] + X[i − 2] para todo i > 2. Describe un algoritmo eficiente para calcular la longitud de la subsecuencia débilmente creciente más larga de un arreglo arbitrario A de enteros.

(h) Llama a una secuencia X[1 .. n] de números **doble-creciente** si X[i] > X[i−2] para todo i > 2. (En otras palabras, una secuencia doble-creciente es una mezcla perfecta de dos secuencias crecientes.) Describe un algoritmo eficiente para calcular la longitud de la subsecuencia doble-creciente más larga de un arreglo arbitrario A de enteros.

(i) Recuerda que una secuencia X[1 .. n] de números es **creciente** si X[i] < X[i+1] para todo i. Describe un algoritmo eficiente para calcular la longitud de la subsecuencia común creciente más larga de dos arreglos dados de enteros. Por ejemplo, ⟨1, 4, 5, 6, 7, 9⟩ es la subsecuencia común creciente más larga de las secuencias ⟨3, 1, 4, 1, 5, 9, 2, 6, 5, 3, 5, 8, 9, 7, 9, 3⟩ y ⟨1, 4, 1, 4, 2, 1, 3, 5, 6, 2, 3, 7, 3, 0, 9, 5⟩.

**6.** Una **mezcla** de dos cadenas X e Y se forma intercalando los caracteres en una nueva cadena, manteniendo los caracteres de X e Y en el mismo orden. Por ejemplo, la cadena BANANAANANAS es una mezcla de las cadenas BANANA y ANANAS de varias maneras diferentes.

BANANAANANAS BANANAANANAS BANANAANANAS

De manera similar, las cadenas PRODGYRNAMAMMIINCG y DYPRONGARMAMMICING son ambas mezclas de DYNAMIC y PROGRAMMING:

PRODGYRNAMAMMIINCG DYPRONGARMAMMICING

(a) Dadas tres cadenas A[1 .. m], B[1 .. n], y C[1 .. m + n], describe y analiza un algoritmo para determinar si C es una mezcla de A y B.

(b) Una **mezcla suave** de X e Y es una mezcla de X e Y que nunca usa más de dos símbolos consecutivos de cualquier cadena. Por ejemplo,

• PRDOYGNARAMMMIICNG es una mezcla suave de las cadenas DYNAMIC y PROGRAMMING. • DYPRNOGRAAMMMICING es una mezcla de DYNAMIC y PROGRAMMING, pero no es una mezcla suave (debido a las subcadenas OGR e ING). • XXXXXXXXXXXXXXXXXXX es una mezcla suave de las cadenas XXXXXXX y XXXXXXXXXXX. • No hay mezcla suave de las cadenas XXXX y XXXXXXXXXXXX.

Describe y analiza un algoritmo para decidir, dadas tres cadenas X, Y, y Z, si Z es una mezcla suave de X e Y.

**7.** Para cada uno de los siguientes problemas, la entrada consiste en dos arreglos X[1 .. k] e Y[1 .. n] donde k ≤ n.

(a) Describe y analiza un algoritmo para decidir si X es una subsecuencia de Y. Por ejemplo, la cadena PPAP es una subsecuencia de la cadena PENPINEAPPLEAPPLEPEN.

(b) Describe y analiza un algoritmo para encontrar el menor número de símbolos que pueden eliminarse de Y para que X ya no sea una subsecuencia. Equivalentemente, tu algoritmo debería encontrar la subsecuencia más larga de Y que no es una supersecuencia de X. Por ejemplo, después de eliminar dos símbolos de la cadena PENPINEAPPLEAPPLEPEN, la cadena PPAP ya no es una subsecuencia.

♥(c) Describe y analiza un algoritmo para determinar si X ocurre como dos subsecuencias disjuntas de Y. Por ejemplo, la cadena PPAP aparece como dos subsecuencias disjuntas en la cadena PENPINEAPPLEAPPLEPEN.

(d) Supón que la entrada también incluye un tercer arreglo C[1 .. n] de números, que pueden ser positivos, negativos, o cero, donde C[i] es el costo de Y[i]. Describe y analiza un algoritmo para calcular la ocurrencia de costo mínimo de X como una subsecuencia de Y. Es decir, queremos encontrar un arreglo I[1 .. k] tal que I[j] < I[j + 1] y X[I[j]] = Y[j] para cada índice j, y el costo total ∑ⱼ₌₁ᵏ C[j] sea lo más pequeño posible.

(e) Describe y analiza un algoritmo para calcular el número total de ocurrencias (posiblemente superpuestas) de X como una subsecuencia de Y. Para propósitos de análisis, asume que podemos sumar dos enteros arbitrarios en tiempo O(1). Por ejemplo, la cadena PPAP aparece exactamente 23 veces como una subsecuencia de la cadena PENPINEAPPLEAPPLEPEN. Si todos los caracteres en X e Y son iguales, tu algoritmo debería retornar (n choose k).

(f) ¿Cuál es el tiempo de ejecución de tu algoritmo para la parte (d) si sumar dos enteros de ℓ bits requiere tiempo O(ℓ)?

**8.** Describe y analiza un algoritmo eficiente para encontrar la longitud de la subcadena contigua más larga que aparece tanto hacia adelante como hacia atrás en una cadena de entrada T[1 .. n]. Las subcadenas hacia adelante y hacia atrás no deben superponerse. Aquí hay varios ejemplos:

• Dada la cadena de entrada ALGORITHM, tu algoritmo debería retornar 0. • Dada la cadena de entrada RECURSION, tu algoritmo debería retornar 1, para la subcadena R. • Dada la cadena de entrada REDIVIDE, tu algoritmo debería retornar 3, para la subcadena EDI. (¡Las subcadenas hacia adelante y hacia atrás no deben superponerse!) • Dada la cadena de entrada DYNAMICPROGRAMMINGMANYTIMES, tu algoritmo debería retornar 4, para la subcadena YNAM. (En particular, no debería retornar 6, para la subsecuencia YNAMIR).

**9.** Un **palíndromo** es cualquier cadena que es exactamente igual a su reverso, como I, o DEED, o RACECAR, o AMANAPLANACATACANALPANAMA.

(a) Describe y analiza un algoritmo para encontrar la longitud de la subsecuencia más larga de una cadena dada que también es un palíndromo.

Por ejemplo, la subsecuencia palindrómica más larga de la cadena MAHDYNAMICPROGRAMZLETMESHOWYOUTHEM es MHYMRORMYHM; así, dada esa cadena como entrada, tu algoritmo debería retornar 11.

(b) Describe y analiza un algoritmo para encontrar la longitud de la supersecuencia más corta de una cadena dada que también es un palíndromo. Por ejemplo, la supersecuencia palindrómica más corta de TWENTYONE es TWENTOYOTNEWT, así que dada la cadena TWENTYONE como entrada, tu algoritmo debería retornar 13.

(c) Cualquier cadena puede descomponerse en una secuencia de palíndromos. Por ejemplo, la cadena BUBBASEESABANANA ("Bubba ve una banana.") puede dividirse en palíndromos de las siguientes maneras (y 65 otras):

BUB • BASEESAB • ANANA

B • U • BB • ASEESA • B • ANANA

BUB • B • A • SEES • ABA • N • ANA

B • U • BB • A • S • EE • S • A • B • A • NAN • A

B • U • B • B • A • S • E • E • S • A • B • A • N • A • N • A

Describe y analiza un algoritmo eficiente para encontrar el menor número de palíndromos que conforman una cadena de entrada dada. Por ejemplo, dada la cadena de entrada BUBBASEESABANANA, tu algoritmo debería retornar 3.

(d) Describe y analiza un algoritmo eficiente para encontrar el entero más grande k tal que una cadena dada puede dividirse en palíndromos de longitud al menos k. Por ejemplo:

• Dada la cadena PALINDROME, tu algoritmo debería retornar 1. • Dada la cadena BUBBASEESABANANA, tu algoritmo debería retornar 3, para la partición BUB • BASEESAB • ANANA. • Dada una cadena de n símbolos idénticos, tu algoritmo debería retornar n.

(e) Describe y analiza un algoritmo eficiente para encontrar el número de diferentes formas en que una cadena dada puede descomponerse en palíndromos. Por ejemplo:

• Dada la cadena PALINDROME, tu algoritmo debería retornar 1. • Dada la cadena BUBBASEESABANANA, tu algoritmo debería retornar 70. • Dada una cadena de n símbolos idénticos, tu algoritmo debería retornar 2ⁿ⁻¹.

♥(f) Un **metapalíndromo** es una descomposición de una cadena en una secuencia de palíndromos, tal que la secuencia de longitudes de palíndromos es en sí misma un palíndromo. Por ejemplo:

BOB • S • MAM • ASEESA • UKU • L • ELE

es un metapalíndromo para la cadena BOBSMAMASEESAUKULELE, cuya secuencia de longitudes es el palíndromo (3, 1, 3, 6, 3, 1, 3). Describe y analiza un algoritmo eficiente para encontrar la longitud del metapalíndromo más corto para una cadena dada. Por ejemplo, dada la cadena de entrada BOBSMAMASEESAUKULELE, tu algoritmo debería retornar 11.

**10.** Supón que se te da un arreglo A[1 .. n] de enteros positivos. Una **subsecuencia creciente de ida y vuelta** es una secuencia de índices I[1 .. ℓ] con las siguientes propiedades:

• 1 ≤ I[j] ≤ n para todo j. • A[I[j]] < A[I[j + 1]] para todo j < ℓ. • Si I[j] es par, entonces I[j + 1] > I[j]. • Si I[j] es impar, entonces I[j + 1] < I[j].

Menos formalmente, supón que se nos da un arreglo de n cuadrados, cada uno conteniendo un entero positivo. Supón que colocamos un token en uno de los cuadrados, y luego movemos repetidamente el token a la izquierda (si está en un cuadrado de índice impar) o a la derecha (si está en un cuadrado de índice par), siempre moviéndose de un número menor a uno mayor. Entonces la secuencia de posiciones del token es una subsecuencia creciente de ida y vuelta.

Describe un algoritmo para calcular la longitud de la subsecuencia creciente de ida y vuelta más larga de un arreglo dado de n enteros. Por ejemplo, dado el arreglo de entrada

1 1 8 7 5 6 3 6 4 4 8 3 9 1 2 2 3 9 4 0

1< 2> 3< 4> 5< 6> 7< 8> 9< 10>11<12>13<14>15<16>17<18>19<20>

tu algoritmo debería retornar el entero 9, que es la longitud de la siguiente subsecuencia creciente de ida y vuelta:

0 1 2 3 4 6 7 8 9

20>1< 15<18>10>6> 4> 3<13<

**11.** Supón que queremos componer un párrafo de texto en una hoja de papel (o si insistes, una pantalla de computadora). El texto consiste en una secuencia de n palabras, donde la i-ésima palabra tiene longitud ℓ[i]. Queremos dividir el párrafo en varias líneas de longitud total exactamente L. Por ejemplo, según TEX, el programa usado para componer estas notas, el párrafo que estás leyendo ahora mide aproximadamente 11.94794 cm ≈ 4.7055 pulgadas de ancho.

Dependiendo de cómo se divida el párrafo en líneas de texto, debemos insertar diferentes cantidades de espacio en blanco entre las palabras. El párrafo debe estar completamente justificado, lo que significa que el primer carácter en cada línea comienza en el margen izquierdo, y excepto por la última línea, el último carácter en cada línea termina en el margen derecho. Debe haber al menos una unidad de espacio en blanco entre dos palabras cualesquiera en la misma línea. ¿Ves el párrafo que estás leyendo ahora? Exactamente así.

Define la **holgura** de un diseño de párrafo como la suma sobre todas las líneas, excepto la última, del cubo de la cantidad de espacio en blanco extra en cada línea, sin contar la unidad de espacio requerida entre cada par adyacente de palabras. Específicamente, si una línea contiene palabras i hasta j, entonces la holgura de esa línea se define como (L − j + i − ∑ₖ₌ᵢʲ ℓ[k])³. Describe un algoritmo de programación dinámica para imprimir el párrafo con holgura mínima.

**12.** Tú y tu sobrino Elmo de ocho años deciden jugar un juego de cartas simple. Al comienzo del juego, las cartas se reparten boca arriba en una fila larga. Cada carta vale un número diferente de puntos. Después de que todas las cartas se reparten, tú y Elmo se turnan para quitar ya sea la carta más a la izquierda o más a la derecha de la fila, hasta que todas las cartas se hayan ido. En cada turno, puedes decidir cuál de las dos cartas tomar. El ganador del juego es el jugador que ha recolectado más puntos cuando el juego termina.

Nunca habiendo tomado una clase de algoritmos, Elmo sigue la estrategia codiciosa obvia — cuando es su turno, Elmo siempre toma la carta con el valor de puntos más alto. Tu tarea es encontrar una estrategia que venza a Elmo cuando sea posible. (Podría parecer cruel vencer a un niño pequeño así, pero Elmo absolutamente odia cuando los adultos lo dejan ganar.)

(a) Demuestra que no deberías usar también la estrategia codiciosa. Es decir, muestra que hay un juego que puedes ganar, pero solo si no sigues la misma estrategia codiciosa que Elmo.

(b) Describe y analiza un algoritmo para determinar, dada la secuencia inicial de cartas, el número máximo de puntos que puedes recolectar jugando contra Elmo.

♣(c) Cuando Elmo tenía cuatro años, usaba una estrategia aún más simple — en su turno, siempre elegía su siguiente carta uniformemente al azar. Es decir, si había más de una carta restante en su turno, tomaría la carta más a la izquierda con probabilidad 1/2, y la carta más a la derecha con probabilidad 1/2. Describe un algoritmo para determinar, dada la secuencia inicial de cartas, el número máximo esperado de puntos que puedes recolectar jugando contra Elmo de cuatro años.

(d) Cinco años después, Elmo de trece años se ha convertido en un jugador mucho más fuerte. Describe y analiza un algoritmo para determinar, dada la secuencia inicial de cartas, el número máximo de puntos que puedes recolectar jugando contra un oponente perfecto.

**13.** ¡Es casi hora de mostrar tus increíbles habilidades de baile! Mañana es el gran concurso de baile para el que has estado entrenando toda tu vida, excepto por ese verano que pasaste con tu tío en Alaska cazando glotones. Has obtenido una copia anticipada de la lista de n canciones que los jueces tocarán durante el concurso, en orden cronológico. ¡Síííííííí!

Conoces todas las canciones, todos los jueces, y tu propia habilidad de baile extremadamente bien. Para cada entero k, sabes que si bailas la k-ésima canción en el programa, serás premiado con exactamente Score[k] puntos, pero entonces serás físicamente incapaz de bailar durante las siguientes Wait[k] canciones (es decir, no puedes bailar las canciones k + 1 hasta k + Wait[k]). El bailarín con la puntuación total más alta al final de la noche gana el concurso, así que quieres que tu puntuación total sea lo más alta posible.

Describe y analiza un algoritmo eficiente para calcular la puntuación total máxima que puedes lograr. La entrada a tu dulce algoritmo es el par de arreglos Score[1 .. n] y Wait[1 .. n].

**14.** El nuevo juego de rompecabezas de intercambio Candy Swap Saga XIII involucra n animales lindos numerados del 1 al n. Cada animal tiene uno de tres tipos de dulces: maníes de circo, barras Heath, y trufas de chocolate Cioccolateria Gardini. También tienes un dulce en tu mano; al inicio del juego, tienes un maní de circo.

Para ganar puntos, visitas cada uno de los animales en orden del 1 al n. Para cada animal, puedes ya sea mantener el dulce en tu mano o intercambiarlo con el dulce que el animal está sosteniendo.

• Si intercambias tu dulce por otro dulce del mismo tipo, ganas un punto. • Si intercambias tu dulce por un dulce de un tipo diferente, pierdes un punto. (Sí, tu puntuación puede ser negativa.) • Si visitas un animal y decides no intercambiar dulces, tu puntuación no cambia.

Debes visitar los animales en orden, y una vez que visitas un animal, nunca puedes visitarlo de nuevo.

Describe y analiza un algoritmo eficiente para calcular tu puntuación máxima posible. Tu entrada es un arreglo C[1 .. n], donde C[i] es el tipo de dulce que el i-ésimo animal está sosteniendo.

**15.** Lenny Rutenbar, el decano fundador del nuevo Maksymilian R. Levchin College of Computer Science, ha encargado una serie de rampas de nieve en la ladera sur de la colina de trineos Orchard Downs²⁰ y ha desafiado a Bill Kudeki, jefe del Departamento de Ingeniería Eléctrica y de Computación, a un concurso de trineo. Bill y Lenny van a deslizarse por la colina, cada uno tratando de maximizar su tiempo en el aire. El ganador puede expandir su departamento/colegio tanto al Siebel Center como al nuevo Edificio ECE; el perdedor tiene que mover todo su departamento/colegio al alcantarillado Boneyard junto al Laboratorio Loomis.

Cuando Lenny o Bill llega a una rampa mientras está en el suelo, pueden ya sea usar esa rampa para saltar por el aire, posiblemente volando sobre una o más rampas, o deslizarse más allá de esa rampa y permanecer en el suelo. Obviamente, si alguien vuela sobre una rampa, no puede usar esa rampa para extender su salto.

(a) Supón que se te da un par de arreglos Ramp[1 .. n] y Length[1 .. n], donde Ramp[i] es la distancia desde la cima de la colina hasta la i-ésima rampa, y Length[i] es la distancia que cualquier trineo que tome la i-ésima rampa viajará por el aire. Describe y analiza un algoritmo para determinar la distancia total máxima que Lenny o Bill pueden pasar en el aire.

(b) Los abogados de la universidad se enteraron de la pequeña apuesta de Lenny y Bill e inmediatamente objetaron. Para proteger a la universidad de demandas o tarifas de seguro que se disparen, imponen un límite superior en el número de saltos que cualquier trineo puede tomar. Describe y analiza un algoritmo para determinar la distancia total máxima que Lenny o Bill pueden pasar en el aire con a lo sumo k saltos, dados los arreglos originales Ramp[1 .. n] y Length[1 .. n] y el entero k como entrada.

♥(c) Cuando los abogados se dieron cuenta de que imponer su restricción no cerró inmediatamente el concurso, agregaron una nueva restricción: ¡Ninguna rampa puede usarse más de una vez! Disgustados por la interferencia legal, Lenny y Bill abandonan su apuesta y deciden cooperar para dar un buen espectáculo para los espectadores. Describe y analiza un algoritmo para determinar la distancia total máxima que Lenny y Bill pueden pasar en el aire, cada uno tomando a lo sumo k saltos (así que a lo sumo 2k saltos en total), y con cada rampa usada a lo sumo una vez.

**16.** Los granjeros Boggis, Bunce y Bean han establecido un curso de obstáculos para el Sr. Fox. El curso consiste en una fila larga de cabinas, cada una con un número pintado en el frente con pintura roja brillante. Formalmente, al Sr. Fox se le da un arreglo A[1 .. n], donde A[i] es el número pintado en el frente de la i-ésima cabina. Cada número A[i] podría ser positivo, negativo, o cero. Todos están de acuerdo con las siguientes reglas:

• En cada cabina, el Sr. Fox debe decir ya sea "¡Ring!" o "¡Ding!". • Si el Sr. Fox dice "¡Ring!" en la i-ésima cabina, gana una recompensa de A[i] pollos. (Si A[i] < 0, el Sr. Fox paga una penalidad de −A[i] pollos.) • Si el Sr. Fox dice "¡Ding!" en la i-ésima cabina, paga una penalidad de A[i] pollos. (Si A[i] < 0, el Sr. Fox gana una recompensa de −A[i] pollos.) • Al Sr. Fox se le prohíbe decir la misma palabra más de tres veces seguidas. Por ejemplo, si dice "¡Ring!" en las cabinas 6, 7 y 8, entonces debe decir "¡Ding!" en la cabina 9. • Todas las cuentas se liquidarán al final, después de que el Sr. Fox visite cada cabina y el árbitro grite "¡Hot box!" El Sr. Fox en realidad no tiene que cargar pollos por el curso de obstáculos. • Finalmente, si el Sr. Fox viola cualquiera de las reglas, o si termina el curso de obstáculos debiendo pollos a los granjeros, los granjeros le dispararán.

Describe y analiza un algoritmo para calcular el mayor número de pollos que el Sr. Fox puede ganar corriendo el curso de obstáculos, dado el arreglo A[1 .. n] de números como entrada. [Pista: ¡Cuidado con la piña ardiente!]

**17.** Dance Dance Revolution es un videojuego de baile, introducido por primera vez en Japón por Konami en 1998. Los jugadores se paran en una plataforma marcada con cuatro flechas, apuntando hacia adelante, atrás, izquierda y derecha, dispuestas en un patrón de cruz. Durante el juego, el juego toca una canción y desplaza una secuencia de n flechas (➜, ➜, ➜, o ➜) desde la parte inferior hasta la parte superior de la pantalla. En el momento preciso en que cada flecha llega a la parte superior de la pantalla, el jugador debe pisar la flecha correspondiente en la plataforma de baile. (Las flechas están cronometradas para que pises al ritmo de la canción.)

Estás jugando una variante de este juego llamada "Vogue Vogue Revolution", donde el objetivo es jugar perfectamente pero moverse lo menos posible. Cuando una flecha llega a la parte superior de la pantalla, si uno de tus pies ya está en la flecha correcta, se te otorga un punto de estilo por mantener tu pose actual. Si ningún pie está en la flecha correcta, debes mover un (y solo un) pie desde su ubicación actual hasta la flecha correcta en la plataforma. Si alguna vez pisas la flecha incorrecta, o fallas en pisar la flecha correcta, o mueves más de un pie a la vez, o mueves cualquier pie cuando ya estás parado en la flecha correcta, todos tus puntos de estilo son quitados y pierdes el juego.

¿Cómo deberías mover tus pies para maximizar tu número total de puntos de estilo? Para propósitos de este problema, asume que siempre comienzas con tu pie izquierdo en ➜ y tu pie derecho en ➜, y que has memorizado toda la secuencia de flechas. Por ejemplo, si la secuencia es ➜➜➜➜➜➜➜➜, puedes ganar 5 puntos de estilo moviendo tus pies como se muestra abajo:

**Referencia a diagrama de secuencia de movimientos de pies**

(a) Demuestra que para cualquier secuencia de n flechas, es posible ganar al menos n/4 − 1 puntos de estilo.

(b) Describe un algoritmo eficiente para encontrar el número máximo de puntos de estilo que puedes ganar durante una rutina VVR dada. La entrada a tu algoritmo es un arreglo Arrow[1 .. n] conteniendo la secuencia de flechas.

**18.** Considera la siguiente forma de solitario de Scrabble. Comenzamos con una secuencia fija y finita de fichas; cada ficha tiene tanto una letra como un valor numérico. Al inicio del juego, sacamos las primeras siete fichas de la secuencia y las ponemos en nuestra mano. En cada turno, formamos una palabra en inglés con algunas o todas las fichas en nuestra mano, colocamos esas fichas en la mesa, y recibimos el valor total de esas fichas como puntos. (Si no se puede formar ninguna palabra en inglés con las fichas en nuestra mano, el juego termina inmediatamente.) Entonces repetidamente sacamos la siguiente ficha del inicio de la secuencia hasta que ya sea (a) tenemos siete fichas en nuestra mano, o (b) la secuencia está vacía. (Lo siento, no hay puntuaciones dobles/triples de palabra/letra, bingos, comodines, o pasar.) Nuestro objetivo es obtener tantos puntos como sea posible.

Por ejemplo, considera la siguiente secuencia de 20 fichas:

I₂ N₂ X₈ A₁ N₂ A₁ D₃ U₅ D₃ I₂ D₃ K₈ U₅ B₄ L₂ A₁ K₈ H₅ A₁ N₂

Dada esta secuencia de fichas al comienzo del juego, podemos ganar 68 puntos de la siguiente manera:

• Inicialmente sacamos I₂ N₂ X₈ A₁ N₂ A₁ D₃. • Jugamos la palabra N₂ A₁ I₂ A₁ D₃ por 9 puntos, dejando N₂ X₈ en la mano. • Sacamos las siguientes cinco fichas U₅ D₃ I₂ D₃ K₈. • Jugamos la palabra U₅ N₂ D₃ I₂ D₃ por 15 puntos, dejando K₈ X₈ en la mano. • Sacamos las siguientes cinco fichas U₅ B₄ L₂ A₁ K₈. • Jugamos la palabra B₄ U₅ L₂ K₈ por 19 puntos, dejando K₈ X₈ A₁ en la mano. • Sacamos las últimas tres fichas H₅ A₁ N₂. • Jugamos la palabra A₁ N₂ K₈ H₅ por 16 puntos, dejando X₈ A₁ en la mano. • Jugamos la palabra A₁ X₈ por 9 puntos, vaciando nuestra mano y terminando el juego.

(a) Supón que la secuencia de fichas está representada por dos arreglos Letter[1 .. n], conteniendo una secuencia de letras entre A y Z, y Value[A .. Z], donde Value[ℓ] es el valor de cualquier ficha con letra ℓ. Diseña y analiza un algoritmo eficiente para calcular el número máximo de puntos que pueden ganarse de la secuencia dada de fichas.

(b) Ahora supón que dos fichas con la misma letra podrían tener valores diferentes. Ahora la secuencia de fichas está representada por dos arreglos Letter[1 .. n] y Value[1 .. n], donde Value[i] es el valor de la i-ésima ficha. Diseña y analiza un algoritmo eficiente para calcular el número máximo de puntos que pueden ganarse de la secuencia dada de fichas.

En ambos problemas, la salida es un solo número: la puntuación máxima posible. Asume (porque es verdad) que puedes encontrar todas las palabras en inglés que pueden hacerse con cualquier conjunto de a lo sumo siete fichas, junto con los valores de puntos de esas palabras, en tiempo O(1).

**19.** Supón que se nos da un conjunto L de n segmentos de línea en el plano, donde cada segmento tiene un extremo en la línea y = 0 y un extremo en la línea y = 1, y todos los 2n extremos son distintos.

(a) Describe y analiza un algoritmo para calcular el subconjunto más grande de L en el cual ningún par de segmentos se intersecta.

(b) Describe y analiza un algoritmo para calcular el subconjunto más grande de L en el cual cada par de segmentos se intersecta.

Ahora supón que se nos da un conjunto L de n segmentos de línea en el plano, donde ambos extremos de cada segmento yacen en el círculo unitario x² + y² = 1, y todos los 2n extremos son distintos.

(c) Describe y analiza un algoritmo para calcular el subconjunto más grande de L en el cual ningún par de segmentos se intersecta.

(d) Describe y analiza un algoritmo para calcular el subconjunto más grande de L en el cual cada par de segmentos se intersecta.

**20.** Sea P un conjunto de n puntos distribuidos uniformemente en el círculo unitario, y sea S un conjunto de m segmentos de línea con extremos en P. Los extremos de los m segmentos no son necesariamente distintos; n podría ser significativamente menor que 2m.

(a) Describe un algoritmo para encontrar el tamaño del subconjunto más grande de segmentos en S tal que cada par es disjunto. Dos segmentos son disjuntos si no se intersectan ni siquiera en sus extremos.

(b) Describe un algoritmo para encontrar el tamaño del subconjunto más grande de segmentos en S tal que cada par es interior-disjunto. Dos segmentos son interior-disjuntos si su intersección es ya sea vacía o un extremo de ambos segmentos.

(c) Describe un algoritmo para encontrar el tamaño del subconjunto más grande de segmentos en S tal que cada par se intersecta.

(d) Describe un algoritmo para encontrar el tamaño del subconjunto más grande de segmentos en S tal que cada par se cruza. Dos segmentos se cruzan si se intersectan pero no en sus extremos.

Para crédito completo, los cuatro algoritmos deberían funcionar en tiempo O(mn).

**21.** Estás manejando un autobús por una carretera, lleno de estudiantes ruidosos, hiperactivos y sedientos y una máquina de fuente de soda. Cada minuto que un estudiante está en tu autobús, ese estudiante bebe una onza de soda. Tu objetivo es dejar a los estudiantes rápidamente, para que la cantidad total de soda consumida por todos los estudiantes sea lo más pequeña posible.

Sabes cuántos estudiantes se bajarán del autobús en cada salida. Tu autobús comienza en algún lugar de la carretera (probablemente no en ningún extremo) y se mueve a una velocidad constante de 37.4 millas por hora. Debes manejar el autobús por la carretera; sin embargo, puedes manejar hacia adelante a una salida y luego hacia atrás a una salida en la dirección opuesta, cambiando tan a menudo como quieras. (Puedes parar el autobús, dejar estudiantes, y dar la vuelta instantáneamente.)

Describe un algoritmo eficiente para dejar a los estudiantes para que beban la menor soda posible. Tu entrada consiste en la ruta del autobús (una lista de las salidas, junto con el tiempo de viaje entre salidas sucesivas), el número de estudiantes que dejarás en cada salida, y la ubicación actual de tu autobús (que puedes asumir que es una salida).

**22.** Definamos un **resumen** de dos cadenas A y B como una concatenación de subcadenas de la siguiente forma:

• ÎSNA indica una subcadena SNA de solo la primera cadena A. • FOO indica una subcadena común FOO de ambas cadenas. • ÈBAR indica una subcadena BAR de solo la segunda cadena B.

Un resumen es válido si podemos recuperar las cadenas originales A y B concatenando las subcadenas apropiadas del resumen en orden y descartando los delimitadores Î, , y È. Cada carácter regular tiene longitud 1, y cada delimitador Î, , o È tiene alguna longitud no negativa fija Δ. La longitud de un resumen es la suma de las longitudes de sus símbolos.

Por ejemplo, cada una de las siguientes cadenas es un resumen válido de las cadenas KITTEN y KNITTING:

• KÈNITTÎEÈINÈG tiene longitud 9 + 7Δ. • KÈNITTÎENÈING tiene longitud 10 + 5Δ. • KÎITTENÈNITTING tiene longitud 13 + 3Δ. • ÎKITTENÈKNITTING tiene longitud 14 + 2Δ.

Describe y analiza un algoritmo que calcule la longitud del resumen más corto de dos cadenas dadas A[1 .. m] y B[1 .. n]. La longitud del delimitador Δ también es parte de la entrada a tu algoritmo. Por ejemplo:

• Dadas las cadenas KITTEN y KNITTING y Δ = 0, tu algoritmo debería retornar 9. • Dadas las cadenas KITTEN y KNITTING y Δ = 1, tu algoritmo debería retornar 15. • Dadas las cadenas KITTEN y KNITTING y Δ = 2, tu algoritmo debería retornar 18.

**23.** Vankin's Mile es un juego de solitario americano jugado en una cuadrícula cuadrada de n × n. El jugador comienza colocando un token en cualquier cuadrado de la cuadrícula. Entonces en cada turno, el jugador mueve el token ya sea un cuadrado a la derecha o un cuadrado hacia abajo. El juego termina cuando el jugador mueve el token fuera del borde del tablero. Cada cuadrado de la cuadrícula tiene un valor numérico, que podría ser positivo, negativo, o cero. El jugador comienza con una puntuación de cero; cuando el token aterriza en un cuadrado, el jugador agrega su valor a su puntuación. El objeto del juego es anotar tantos puntos como sea posible.

Por ejemplo, dada la cuadrícula de abajo, el jugador puede anotar 8−6+7−3+4 = 10 puntos colocando el token inicial en el 8 en la segunda fila, y luego moviéndose abajo, abajo, derecha, abajo, abajo. (Esta no es la mejor puntuación posible para esta cuadrícula de números.)

**Referencia a Figura con cuadrícula de juego**

(a) Describe y analiza un algoritmo eficiente para calcular la puntuación máxima posible para un juego de Vankin's Mile, dado el arreglo n× n de valores como entrada.

(b) En la versión europea de este juego, apropiadamente llamada Vankin's Kilometer, el jugador puede mover el token ya sea un cuadrado hacia abajo, un cuadrado a la derecha, o un cuadrado a la izquierda en cada turno. Sin embargo, para prevenir puntuaciones infinitas, el token no puede aterrizar en el mismo cuadrado más de una vez. Describe y analiza un algoritmo eficiente para calcular la puntuación máxima posible para un juego de Vankin's Kilometer, dado el arreglo n × n de valores como entrada.²¹

**Dividiendo Secuencias/Arreglos**

**32.** Una expresión aritmética básica está compuesta por caracteres del conjunto {1,+,×} y paréntesis. Casi todo entero puede representarse por más de una expresión aritmética básica. Por ejemplo, todas las siguientes expresiones aritméticas básicas representan el entero 14:

1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1

((1 + 1) × (1 + 1 + 1 + 1 + 1)) + ((1 + 1) × (1 + 1))

(1 + 1) × (1 + 1 + 1 + 1 + 1 + 1 + 1)

(1 + 1) × (((1 + 1 + 1) × (1 + 1)) + 1)

Describe y analiza un algoritmo para calcular, dado un entero n como entrada, el número mínimo de 1s en una expresión aritmética básica cuyo valor sea igual a n. El número de paréntesis no importa, solo el número de 1s. Por ejemplo, cuando n = 14, tu algoritmo debería retornar 8, para la expresión final de arriba. El tiempo de ejecución de tu algoritmo debería estar acotado por una función polinomial pequeña de n.

**33.** Supón que se te da una secuencia de enteros separados por signos + y −; por ejemplo:

1 + 3 − 2 − 5 + 1 − 6 + 7

Puedes cambiar el valor de esta expresión agregando paréntesis en diferentes lugares. Por ejemplo:

1 + 3 − 2 − 5 + 1 − 6 + 7 = −1

(1 + 3 − (2 − 5)) + (1 − 6) + 7 = 9

(1 + (3 − 2)) − (5 + 1) − (6 + 7) = −17

Describe y analiza un algoritmo para calcular, dada una lista de enteros separados por signos + y −, el valor máximo posible que la expresión puede tomar agregando paréntesis. Los paréntesis deben usarse solo para agrupar sumas y restas; en particular, no los uses para crear multiplicación implícita como en 1 + 3(−2)(−5) + 1 − 6 + 7 = 33.

**34.** Supón que se te da una secuencia de enteros separados por signos + y ×; por ejemplo:

1 + 3 × 2 × 0 + 1 × 6 + 7

Puedes cambiar el valor de esta expresión agregando paréntesis en diferentes lugares. Por ejemplo:

(1 + (3 × 2)) × 0 + (1 × 6) + 7 = 13

((1 + (3 × 2 × 0) + 1) × 6) + 7 = 19

(1 + 3) × 2 × (0 + 1) × (6 + 7) = 104

(a) Describe y analiza un algoritmo para calcular el valor máximo posible que la expresión dada puede tomar agregando paréntesis, asumiendo que todos los enteros en la entrada son positivos. [Pista: Esto es fácil.]

(b) Describe y analiza un algoritmo para calcular el valor máximo posible que la expresión dada puede tomar agregando paréntesis, asumiendo que todos los enteros en la entrada son no negativos.

(c) Describe y analiza un algoritmo para calcular el valor máximo posible que la expresión dada puede tomar agregando paréntesis, sin restricciones en los números de entrada.

Asume que cualquier operación aritmética toma tiempo O(1).

**35.** Después de graduarte de Sham-Poobanana University, decides entrevistarte para una posición en el banco de Wall Street Long Live Boole. El director gerente del banco, Eloob Egroeg, plantea un problema de 'resolver-o-morir' a cada nuevo empleado, que deben resolver en 24 horas. ¡Aquellos que fallan en resolver el problema son despedidos inmediatamente!

Al entrar al banco por primera vez, notas que las oficinas de empleados están organizadas en una fila recta, con una gran T o F impresa en la puerta de cada oficina. Además, entre cada par adyacente de oficinas, hay un tablero marcado por uno de los símbolos ∧, ∨, o ⊕. Cuando preguntas sobre estos símbolos arcanos, Eloob confirma que T y F representan los valores booleanos True y False, y los símbolos en los tableros representan los operadores booleanos estándar And, Or, y Xor. También explica que estas letras y símbolos describen si ciertas combinaciones de empleados pueden trabajar juntos exitosamente. Al inicio de cualquier nuevo proyecto, Eloob agrupa jerárquicamente a sus empleados agregando paréntesis a la secuencia de símbolos, para obtener una expresión booleana inequívoca. El proyecto es exitoso si esta expresión booleana con paréntesis evalúa a T.

Por ejemplo, si el banco tiene tres empleados, y la secuencia de símbolos en y entre sus puertas es T ∧ F ⊕ T, hay exactamente un esquema de parentización exitoso: (T ∧ (F ⊕ T)). Sin embargo, si la lista de símbolos de puertas es F ∧ T ⊕ F, no hay manera de agregar paréntesis para hacer el proyecto exitoso.

Eloob finalmente plantea tu pregunta de entrevista de resolver-o-morir: Describe un algoritmo para decidir si una secuencia dada de símbolos puede parentizarse para que la expresión booleana resultante evalúe a T. Tu entrada es un arreglo S[0 .. 2n], donde S[i] ∈ {T, F} cuando i es par, y S[i] ∈ {∨,∧,⊕} cuando i es impar.

**36.** Cada año, como parte de su reunión anual, los Amantes de Caracoles Antárticos de Upper Glacierville realizan una Carrera de Apareamiento de Mesa Redonda. Varios caracoles reproductores de alta calidad se colocan en el borde de una mesa redonda. Los caracoles están numerados en orden alrededor de la mesa del 1 al n. Durante la carrera, cada caracol vaga por la mesa, dejando un rastro de baba detrás. Los caracoles han sido especialmente entrenados para nunca caerse del borde de la mesa o cruzar un rastro de baba, ni siquiera el suyo propio. Si dos caracoles se encuentran, se declaran una pareja reproductora, se retiran de la mesa, y se los lleva a un agujero romántico en el suelo para hacer pequeños caracoles bebé. Nota que algunos caracoles pueden nunca encontrar pareja, incluso si la carrera continúa para siempre.

**Referencia a Figura 3.6**: El final de una carrera típica de SLUG Antártica. Los caracoles 6 y 8 nunca encuentran parejas. Los organizadores deben pagar M[3, 4] + M[2, 5] + M[1, 7].

Para cada par de caracoles, los organizadores de la carrera SLUG Antártica han publicado una recompensa monetaria, que se pagará a los dueños si ese par de caracoles se encuentra durante la Carrera de Apareamiento. Específicamente, hay un arreglo bidimensional M[1 .. n, 1 .. n] publicado en la pared detrás de la Mesa Redonda, donde M[i, j] = M[j, i] es la recompensa que se pagará si los caracoles i y j se encuentran.

Describe y analiza un algoritmo para calcular la recompensa total máxima que los organizadores podrían verse obligados a pagar, dado el arreglo M como entrada.

**37.** Has extraído una gran losa de mármol de una cantera. Para simplicidad, supón que la losa de mármol es un rectángulo que mide n pulgadas de altura y m pulgadas de ancho. Quieres cortar la losa en rectángulos más pequeños de varios tamaños — algunos para encimeras de cocina, algunos para proyectos de escultura grandes, otros para lápidas conmemorativas. Tienes una sierra de mármol que puede hacer cortes ya sea horizontales o verticales a través de cualquier losa rectangular. En cualquier momento, puedes consultar el precio al contado P[x, y] de un rectángulo de mármol de x pulgadas por y pulgadas, para cualquier enteros positivos x e y. Estos precios dependen de la demanda del cliente, y las personas que compran encimeras de mármol son raras, así que no hagas suposiciones sobre ellos; en particular, rectángulos más grandes pueden tener precios al contado significativamente menores. Dados el arreglo de precios al contado y los enteros m y n como entrada, describe un algoritmo para calcular cómo subdividir una losa de mármol n × m para maximizar tu ganancia.

**38.** Este problema te pide diseñar algoritmos eficientes para construir árboles de búsqueda binaria óptimos que satisfagan restricciones de balance adicionales. Tu entrada consiste en un arreglo ordenado A[1 .. n] de claves de búsqueda y un arreglo f[1 .. n] de conteos de frecuencia, donde f[i] es el número de búsquedas para A[i]. Esta es exactamente la misma función de costo descrita en la Sección 3.9. Pero ahora tu tarea es calcular un árbol óptimo que satisfaga algunas restricciones adicionales.

(a) Los árboles AVL fueron los primeros árboles de búsqueda binaria auto-balanceados, descritos por primera vez en 1962 por Georgy Adelson-Velsky y Evgenii Landis. Un árbol AVL es un árbol de búsqueda binaria donde para cada nodo v, la altura del subárbol izquierdo de v y la altura del subárbol derecho de v difieren por a lo sumo uno.

Describe y analiza un algoritmo para construir un árbol AVL óptimo para un conjunto dado de claves de búsqueda y frecuencias.

(b) Los árboles B binarios simétricos son otros árboles binarios auto-balanceados, descritos por primera vez por Rudolf Bayer en 1972; estos son mejor conocidos por el nombre árboles rojo-negro, después de una reformulación algo más simple por Leo Guibas y Bob Sedgwick en 1978. Un árbol rojo-negro es un árbol de búsqueda binaria con las siguientes restricciones adicionales:

• Cada nodo es ya sea rojo o negro. • Cada nodo rojo tiene un padre negro. • Cada camino de raíz a hoja contiene el mismo número de nodos negros.

Describe un algoritmo recursivo de retroceso para construir un árbol rojo-negro óptimo para un conjunto dado de claves de búsqueda y frecuencias.

(c) Los árboles AA fueron propuestos por Arne Andersson en 1993 y ligeramente simplificados (y nombrados) por Mark Allen Weiss en 2000. Los árboles AA también se conocen como árboles rojo-negro que se inclinan a la izquierda, después de una reformulación simétrica (con algoritmos de rebalanceo diferentes) por Bob Sedgewick en 2006. Un árbol AA es un árbol rojo-negro con una restricción adicional:

• Ningún hijo izquierdo es rojo.²³

Describe y analiza un algoritmo para construir un árbol AA óptimo para un conjunto dado de claves de búsqueda y frecuencias.

**39.** Supón que se te da un mapa de bits m × n como un arreglo M[1 .. m, 1 .. n] de 0s y 1s. Un bloque sólido en M es un subarreglo de la forma M[i .. i′, j .. j′] en el cual todos los bits son iguales. Supón que quieres descomponer M en la menor cantidad posible de bloques disjuntos.

Una estrategia natural de partición recursiva se llama **subdivisión guillotina**. Si todo el mapa de bits M es un bloque sólido, no hay nada que hacer. De otro modo, cortamos M en dos mapas de bits más pequeños a lo largo de una línea horizontal o vertical, y luego descomponemos recursivamente los dos mapas de bits más pequeños en bloques sólidos.

Cualquier subdivisión guillotina puede representarse como un árbol binario, donde cada nodo interno almacena la posición y orientación de un corte, y cada hoja almacena un solo bit 0 o 1 indicando el contenido del bloque correspondiente. El tamaño de una subdivisión guillotina es el número de hojas en el árbol binario correspondiente (es decir, el número final de bloques sólidos), y la profundidad de una subdivisión guillotina es la profundidad del árbol binario correspondiente.

(a) Describe y analiza un algoritmo para calcular una subdivisión guillotina de M del tamaño mínimo posible.

(b) Muestra que una subdivisión guillotina no siempre produce una partición en el menor número de bloques sólidos.

(c) Describe y analiza un algoritmo para calcular una subdivisión guillotina para M con la menor profundidad posible.

(d) Describe y analiza un algoritmo para determinar M[i, j], dado el árbol que representa una descomposición guillotina para M y dos índices i y j.

**Referencia a Figura 3.7**: Una subdivisión guillotina con tamaño 8 y profundidad 5.

(e) Define la profundidad de un píxel M[i, j] en una subdivisión guillotina como la profundidad de la hoja que contiene ese píxel. Describe y analiza un algoritmo para calcular una subdivisión guillotina para M tal que la suma de las profundidades de los píxeles sea lo más pequeña posible.

(f) Describe y analiza un algoritmo para calcular una subdivisión guillotina para M tal que la suma de las profundidades de los píxeles negros sea lo más pequeña posible.

♠**40.** ¡Felicitaciones! Has sido contratado por la librería en línea gigante DeNile ("¡No solo un río en Egipto!") para optimizar sus robots de almacén. Cada libro que DeNile vende tiene un ISBN único (Número Estándar Internacional de Libro), que es solo un valor numérico. Cada uno de los almacenes de DeNile contiene una fila larga de contenedores, cada uno conteniendo múltiples copias de un solo libro. Estos contenedores están organizados en orden ordenado por ISBN; el ISBN de cada contenedor está impreso en el frente del contenedor en forma legible por máquina. Los libros se recuperan de estos contenedores por robots, que corren a lo largo de rieles paralelos a la fila de contenedores.

DeNile no mantiene una lista de qué contenedores contienen qué números ISBN; ¡eso sería demasiado simple! En su lugar, para recuperar un libro deseado, el robot debe primero encontrar el contenedor de ese libro usando una búsqueda binaria. Porque la búsqueda requiere movimiento físico por parte del robot, ya no podemos asumir que cada paso de la búsqueda binaria requiere tiempo O(1). Específicamente:

• El robot siempre comienza en el "contenedor 0" (donde los libros se cargan en cajas para enviar a los clientes). • Mover el robot del i-ésimo contenedor al j-ésimo contenedor requiere α|i − j| segundos para alguna constante α. • El robot debe estar directamente frente a un contenedor para leer el ISBN de ese contenedor. Leer un ISBN requiere β segundos, para alguna constante β. • Revertir la dirección de movimiento del robot (de creciente a decreciente o viceversa) requiere γ segundos adicionales, para alguna constante γ. • Cuando el robot encuentra el contenedor objetivo, extrae un libro de ese contenedor y regresa al "contenedor 0".

Diseña y analiza un algoritmo para calcular un árbol de búsqueda binaria sobre los contenedores que minimice el tiempo total que el robot gasta buscando libros. Tu entrada es un arreglo f[1 .. n] de enteros, donde f[i] es el número de veces que se le pedirá al robot recuperar un libro del i-ésimo contenedor, junto con los parámetros de tiempo α, β, y γ.

♠**41.** Un método estándar para mejorar el rendimiento de caché de árboles de búsqueda es empacar más claves de búsqueda y subárboles en cada nodo. Un B-árbol es un árbol con raíz en el cual cada nodo interno almacena hasta B claves y punteros a hasta B + 1 hijos, cada uno la raíz de un B-árbol más pequeño. Específicamente, cada nodo v almacena tres campos:

• un entero positivo v.d ≤ B, • un arreglo ordenado v.key[1 .. v.d], y • un arreglo v.child[0 .. v.d] de punteros hijo.

En particular, el número de punteros hijo es siempre exactamente uno más que el número de claves.²⁴

Cada puntero v.child[i] es ya sea Null o un puntero a la raíz de un B-árbol cuyas claves son todas mayores que v.key[i] y menores que v.key[i + 1]. En particular, todas las claves en el subárbol más a la izquierda v.child[0] son menores que v.key[1], y todas las claves en el subárbol más a la derecha v.child[v.d] son mayores que v.key[v.d].

Intuitivamente, deberías tener la siguiente imagen en mente:

[ •·⚬ < key[1] < •·⚬ < key[2] < •·⚬ ··· •·⚬ < key[d] < •·⚬ ]

T₀ T₁ T₂ ··· Tₐ₋₁ Tₐ

Aquí Tᵢ es el subárbol apuntado por child[i].

El costo de buscar una clave x en un B-árbol es el número de nodos en el camino desde la raíz hasta el nodo que contiene x como una de sus claves. Un 1-árbol es solo un árbol de búsqueda binaria estándar.

Fija un entero positivo arbitrario B > 0. (Sugiero B = 8.) Supón que se te da un arreglo ordenado A[1, . . . , n] de claves de búsqueda y un arreglo correspondiente F[1, . . . , n] de conteos de frecuencia, donde F[i] es el número de veces que buscaremos A[i]. Tu tarea es describir y analizar un algoritmo eficiente para encontrar un B-árbol que minimice el costo total de buscar las claves dadas con las frecuencias dadas.

(a) Describe un algoritmo de tiempo polinomial para el caso especial B = 2.

(b) Describe un algoritmo para B arbitrario que funciona en tiempo O(n^(B+c)) para algún entero fijo c.

♥(c) Describe un algoritmo para B arbitrario que funciona en tiempo O(n^c) para algún entero fijo c que no depende de B.

**42.** Una cadena w de paréntesis ( y ) y corchetes [ y ] está **balanceada** si satisface una de las siguientes condiciones:

• w es la cadena vacía. • w = (x) para alguna cadena balanceada x • w = [x] para alguna cadena balanceada x • w = x y para algunas cadenas balanceadas x e y

Por ejemplo, la cadena

w = ([()][]()) [()()] ()

está balanceada, porque w = x y, donde

x = ( [()] [] () ) y y = [ () () ] ().

(a) Describe y analiza un algoritmo para determinar si una cadena dada de paréntesis y corchetes está balanceada.

(b) Describe y analiza un algoritmo para calcular la longitud de una subsecuencia balanceada más larga de una cadena dada de paréntesis y corchetes.

(c) Describe y analiza un algoritmo para calcular la longitud de una supersecuencia balanceada más corta de una cadena dada de paréntesis y corchetes.

(d) Describe y analiza un algoritmo para calcular la distancia de edición mínima de una cadena dada de paréntesis y corchetes a una cadena balanceada de paréntesis y corchetes.

♥(e) Describe y analiza un algoritmo para calcular la subsecuencia común balanceada más larga de dos cadenas dadas de paréntesis y corchetes.

♥(f) Describe y analiza un algoritmo para calcular la subsecuencia balanceada palindrómica más larga de una cadena dada de paréntesis y corchetes.

♥(g) Describe y analiza un algoritmo para calcular la subsecuencia común palindrómica balanceada más larga (¡uf!) de dos cadenas dadas de paréntesis y corchetes.

Para cada problema, tu entrada es un arreglo w[1 .. n], donde w[i] ∈ {(, ), [, ]} para cada índice i. (Puedes preferir usar símbolos diferentes en lugar de paréntesis y corchetes — por ejemplo, L, R, l, r o Ã,Â,Ê,É — ¡pero por favor dile a tu calificador qué símbolos estás usando!)

♥**43.** ¡Felicitaciones! Tu equipo de investigación acaba de recibir un proyecto multianual de $50M, financiado conjuntamente por DARPA, Google, y McDonald's, para producir DWIM: ¡El primer compilador que lee la mente de los programadores! Tu propuesta y tus numerosos comunicados de prensa prometen que DWIM corregirá automáticamente errores en cualquier pieza de código dada, mientras modifica ese código lo menos posible. Desafortunadamente, ahora es hora de comenzar a hacer que la maldita cosa funcione.

Como ejercicio de calentamiento, decides abordar el siguiente subproblema necesario. Recuerda que la distancia de edición entre dos cadenas es el número mínimo de inserciones, eliminaciones y reemplazos de caracteres individuales requerido para transformar una cadena en la otra. Una expresión aritmética es una cadena w tal que

• w es una cadena de uno o más dígitos decimales, • w = (x) para alguna expresión aritmética x, o • w = x ⊙ y para algunas expresiones aritméticas x e y y algún operador binario ⊙.

Supón que se te da una cadena de tokens del alfabeto {#, ⊙, (, )}, donde # representa un dígito decimal y ⊙ representa un operador binario. Describe y analiza un algoritmo para calcular la distancia de edición mínima de la cadena dada a una expresión aritmética.

**44.** Las moléculas de ácido ribonucleico (ARN) son cadenas largas de millones de nucleótidos o bases de cuatro tipos diferentes: adenina (A), citosina (C), guanina (G), y uracilo (U). La secuencia de una molécula de ARN es una cadena b[1 .. n], donde cada carácter b[i] ∈ {A, C, G, U} corresponde a una base. Además de los enlaces químicos entre bases adyacentes en la secuencia, los enlaces de hidrógeno pueden formarse entre ciertos pares de bases. El conjunto de pares de bases enlazados se llama la estructura secundaria de la molécula de ARN.

Decimos que dos pares de bases (i, j) y (i′, j′) con i < j e i′ < j′ se superponen si i < i′ < j < j′ o i′ < i < j′ < j. En la práctica, la mayoría de los pares de bases no se superponen. Los pares de bases superpuestos crean los llamados pseudonudos en la estructura secundaria, que son esenciales para algunas funciones del ARN, pero son más difíciles de predecir.

Supón que queremos predecir la mejor estructura secundaria posible para una secuencia de ARN dada. Adoptaremos un modelo drásticamente simplificado de estructura secundaria:

• Cada base puede enlazarse con a lo sumo una otra base. • Solo los pares A–U y C–G pueden enlazarse. • Los pares de la forma (i, i + 1) y (i, i + 2) no pueden enlazarse. • Los pares de bases enlazados no pueden superponerse.

La última (y menos realista) restricción nos permite visualizar la estructura secundaria del ARN como una especie de árbol gordo, como se muestra abajo.

**Referencia a Figura 3.8**: Ejemplo de estructura secundaria de ARN con 21 pares de bases enlazados, indicados por líneas rojas gruesas. Los espacios se indican por curvas punteadas. Esta estructura tiene puntuación 2² + 2² + 8² + 1² + 7² + 4² + 7² = 187.

(a) Describe y analiza un algoritmo que calcule el número máximo posible de pares de bases enlazados en una estructura secundaria para una secuencia de ARN dada.

(b) Un espacio en una estructura secundaria es una subcadena maximal de bases no apareadas. Los espacios grandes llevan a inestabilidades químicas, así que las estructuras secundarias con espacios menores son más probables. Para dar cuenta de esta preferencia, definamos la puntuación de una estructura secundaria como la suma de los cuadrados de las longitudes de los espacios; ver Figura 3.8. (Esta función de puntuación es completamente ficticia; la predicción real de estructura de ARN requiere funciones de puntuación mucho más complicadas.)

Describe y analiza un algoritmo que calcule la puntuación mínima posible de una estructura secundaria para una secuencia de ARN dada.

♣**45.** (a) Describe y analiza un algoritmo eficiente para determinar, dada una cadena w y una expresión regular R, si w ∈ L(R).

(b) Las expresiones regulares generalizadas permiten el operador binario ∩ (intersección) y el operador unario ¬ (complemento), además de los operadores usuales • (concatenación), + (o), y \* (cerradura de Kleene). Las construcciones NFA y el teorema de Kleene implican que cualquier expresión regular generalizada E representa un lenguaje regular L(E).

Describe y analiza un algoritmo eficiente para determinar, dada una cadena w y una expresión regular generalizada E, si w ∈ L(E).

En ambos problemas, asume que en realidad se te da un árbol de análisis para la expresión regular (generalizada), no solo una cadena.

**Árboles y Subárboles**

**46.** Acabas de ser nombrado como el nuevo organizador de la primera fiesta navideña anual obligatoria en Giggle (una subsidiaria de Abugida). Los empleados de Giggle están organizados en una jerarquía estricta — un árbol con el presidente de la compañía en la raíz. Los oráculos omniscientes en Recursos Humanos han asignado un número real a cada empleado midiendo qué tan "divertido" es el empleado. Para mantener las cosas sociales, hay una restricción en la lista de invitados: un empleado no puede asistir a la fiesta si su supervisor inmediato también está presente. Por otro lado, el presidente de la compañía debe asistir a la fiesta, aunque tenga una calificación de diversión negativa; es su compañía, después de todo. Da un algoritmo que haga una lista de invitados para la fiesta que maximice la suma de las calificaciones de "diversión" de los invitados.

**47.** Como tan pocas personas vinieron a la fiesta navideña del año pasado, el presidente de Giggle decide dar a cada empleado un regalo en su lugar este año. Específicamente, cada empleado debe recibir uno de los tres regalos: (1) unas vacaciones de seis semanas con todos los gastos pagados en cualquier lugar del mundo, (2) un desayuno de todos los panqueques que puedas ordenar para dos en Jumping Jack Flash's Flapjack Stack Shack, o (3) una bolsa de papel ardiendo llena de excremento de perro. Las regulaciones corporativas prohíben que cualquier empleado reciba exactamente el mismo regalo que su supervisor directo. Cualquier empleado que reciba un regalo mejor que su supervisor directo casi ciertamente será despedido en un ataque de celos.

Como zar oficial de la fiesta de Giggle, es tu trabajo decidir qué regalo recibe cada empleado. Describe un algoritmo para distribuir regalos para que el número mínimo de personas sean despedidas. Sí, puedes enviarle al presidente una bolsa ardiente de excremento de perro.

Más formalmente, se te da un árbol con raíz T, representando la jerarquía de la compañía, y quieres etiquetar los nodos de T con enteros 1, 2, o 3, para que cada nodo tenga una etiqueta diferente de su padre. El costo de un etiquetado es el número de nodos con etiquetas menores que sus padres. Ver Figura 3.9 para un ejemplo. Describe y analiza un algoritmo para calcular el etiquetado de costo mínimo de T.

**Referencia a Figura 3.9**: Un etiquetado de árbol con costo 9. Los nueve nodos en negrita tienen etiquetas menores que sus padres. Este no es el etiquetado óptimo para este árbol.

**48.** Después del Debacle Navideño del Excremento de Perro Ardiente, fuiste fuertemente alentado a buscar otro empleo, así que dejaste Giggle por la compañía rival Twitbook. Desafortunadamente, el nuevo presidente de Twitbook acaba de decidir imitar a Giggle organizando su propia fiesta navideña, y en vista de tu experiencia pasada, te nombró como el organizador oficial de la fiesta. El presidente exige que invites exactamente k empleados, incluyendo al presidente mismo, y todos los que son invitados están obligados a asistir. Sí, eso será divertido.

Igual que en Giggle, los empleados en Twitbook están organizados en una jerarquía estricta: un árbol con el presidente de la compañía en la raíz. Los oráculos omniscientes en Recursos Humanos han asignado un número real a cada empleado indicando la incomodidad de invitar tanto a ese empleado como a su supervisor inmediato; un valor negativo indica que el empleado y su supervisor en realidad se gustan. Tu objetivo es elegir un subconjunto de exactamente k empleados para invitar, para que la incomodidad total de la fiesta resultante sea lo más pequeña posible. Por ejemplo, si la lista de invitados no incluye tanto a un empleado como a su supervisor inmediato, la incomodidad total es cero. La entrada a tu algoritmo es el árbol T, el entero k, y la incomodidad de cada nodo en T.

(a) Describe un algoritmo que calcule la incomodidad total del subconjunto menos incómodo de k empleados, asumiendo que la jerarquía de la compañía está descrita por un árbol binario. Es decir, asume que cada empleado supervisa directamente a lo sumo dos otros.

♥(b) Describe un algoritmo que calcule la incomodidad total del subconjunto menos incómodo de k empleados, sin restricciones en la jerarquía de la compañía.

**49.** Supón que necesitamos transmitir un mensaje a todos los nodos en un árbol con raíz. Inicialmente, solo el nodo raíz conoce el mensaje. En una sola ronda, cualquier nodo que conoce el mensaje puede reenviarlo a lo sumo uno de sus hijos. Ver Figura 3.10 para un ejemplo.

(a) Diseña un algoritmo para calcular el número mínimo de rondas requeridas para transmitir el mensaje a todos los nodos en un árbol binario.

♦(b) Diseña un algoritmo para calcular el número mínimo de rondas requeridas para transmitir el mensaje a todos los nodos en un árbol con raíz arbitrario. [Pista: Puedes encontrar útiles las técnicas en el siguiente capítulo para probar que tu algoritmo es correcto, aunque no es un algoritmo codicioso.]

**Referencia a Figura 3.10**: Un mensaje siendo distribuido a través de un árbol en cinco rondas.

**50.** Un día, Alex se cansó de escalar en un gimnasio y decidió llevar a un grupo muy grande de amigos escaladores afuera a escalar. El área de escalada a donde fueron tenía una roca enorme y ancha, no muy alta, con varias presas de mano y pie marcadas. Alex rápidamente determinó un conjunto "permitido" de movimientos que su grupo de amigos puede realizar para ir de una presa a otra.

El sistema general de presas puede describirse por un árbol con raíz T con n vértices, donde cada vértice corresponde a una presa y cada arista corresponde a un movimiento permitido entre presas. Los caminos de escalada convergen cuando suben por la roca, llevando a una presa única en la cima, representada por la raíz de T.²⁵

Alex y sus amigos (que son todos escaladores excelentes) decidieron jugar un juego, donde tantos escaladores como sea posible están simultáneamente en la roca y cada escalador necesita realizar una secuencia de exactamente k movimientos. Cada escalador puede elegir una presa arbitraria para comenzar, y todos los movimientos deben alejarse del suelo. Así, cada escalador traza un camino de k aristas en el árbol T, todas dirigidas hacia la raíz. Sin embargo, no se permite que dos escaladores toquen la misma presa; los caminos seguidos por diferentes escaladores no pueden intersectar en absoluto.

Describe y analiza un algoritmo eficiente para calcular el número máximo de escaladores que pueden jugar este juego. Más formalmente, se te da un árbol con raíz T y un entero k, y quieres encontrar el mayor número posible de caminos disjuntos en T, donde cada camino tiene longitud k. No asumas que T es un árbol binario. Por ejemplo, dado el árbol T de abajo y k = 3 como entrada, tu algoritmo debería retornar el entero 8.

**Referencia a Figura 3.11**: Siete caminos disjuntos de longitud k = 3. Este no es el conjunto más grande de tales caminos en este árbol.

**51.** Sea T un árbol binario con raíz con n vértices, y sea k ≤ n un entero positivo. Nos gustaría marcar k vértices en T para que cada vértice tenga un ancestro marcado cercano. Más formalmente, definimos el costo de agrupamiento de cualquier subconjunto K de vértices como

cost(K) = max\_v cost(v, K),

donde el máximo se toma sobre todos los vértices v en el árbol, y cost(v, K) es la distancia de v a su ancestro más cercano en K:

cost(v, K) = {

0 si v ∈ K

∞ si v es la raíz de T y v ∉ K

1 + cost(parent(v)) en caso contrario

}

En particular, cost(K) = ∞ si K excluye la raíz de T.

**Referencia a Figura 3.12**: Un subconjunto de cinco vértices en un árbol binario, con costo de agrupamiento 3.

♥(a) Describe un algoritmo de programación dinámica para calcular, dado el árbol T y un entero k, el costo mínimo de agrupamiento de cualquier subconjunto de k vértices en T. Para crédito completo, tu algoritmo debería funcionar en tiempo O(n²k²).

(b) Describe un algoritmo de programación dinámica para calcular, dado el árbol T y un entero r, el tamaño del subconjunto más pequeño de vértices cuyo costo de agrupamiento es a lo sumo r. Para crédito completo, tu algoritmo debería funcionar en tiempo O(nr).

(c) Muestra que tu solución para la parte (b) implica un algoritmo para la parte (a) que funciona en tiempo O(n² log n).

**52.** Esta pregunta te pide encontrar algoritmos eficientes para calcular el subárbol con raíz común más grande de dos árboles con raíz dados. Recuerda que un árbol con raíz es un grafo acíclico conectado con un nodo designado llamado la raíz. Un subárbol con raíz de un árbol con raíz consiste en un nodo arbitrario y todos sus descendientes. La definición precisa de "común" depende de qué pares de árboles con raíz consideramos isomorfos.

(a) Recuerda que un árbol binario es un árbol con raíz en el cual cada nodo tiene un subárbol izquierdo (posiblemente vacío) y un subárbol derecho (posiblemente vacío). Dos árboles binarios son isomorfos si y solo si ambos están vacíos, o sus subárboles izquierdos son isomorfos y sus subárboles derechos son isomorfos.

Describe un algoritmo para encontrar el subárbol binario común más grande de dos árboles binarios dados.

**Referencia a Figura 3.13**: Dos árboles binarios, con su subárbol común (con raíz) más grande enfatizado.

(b) En un árbol con raíz ordenado, cada nodo tiene una secuencia de hijos, que son las raíces de subárboles con raíz ordenados. Dos árboles con raíz ordenados son isomorfos si ambos están vacíos, o si sus i-ésimos subárboles son isomorfos para cada índice i. Describe un algoritmo para encontrar el subárbol ordenado común más grande de dos árboles ordenados T₁ y T₂.

♦♥(c) En un árbol con raíz no ordenado, cada nodo tiene un conjunto no ordenado de hijos, que son las raíces de subárboles con raíz no ordenados. Dos árboles con raíz no ordenados son isomorfos si ambos están vacíos, o los subárboles de cada raíz pueden ordenarse para que sus i-ésimos subárboles sean isomorfos para cada índice i. Describe un algoritmo para encontrar el subárbol no ordenado común más grande de dos árboles no ordenados T₁ y T₂.

**53.** Esta pregunta te pide encontrar algoritmos eficientes para calcular subárboles óptimos en árboles sin raíz — grafos no dirigidos acíclicos conectados. Un subárbol de un árbol sin raíz es cualquier subgrafo conectado.

(a) Supón que se te da un árbol sin raíz T con pesos en sus aristas, que pueden ser positivos, negativos, o cero. Describe un algoritmo para encontrar un camino en T con peso total máximo.

(b) Supón que se te da un árbol sin raíz T con pesos en sus vértices, que pueden ser positivos, negativos, o cero. Describe un algoritmo para encontrar un subárbol de T con peso total máximo. [Esta fue una pregunta de entrevista de Google 2016.]

(c) Sean T₁ y T₂ árboles sin raíz ordenados arbitrarios, lo que significa que los vecinos de cada nodo tienen un orden cíclico bien definido. Describe un algoritmo para encontrar el subárbol ordenado común más grande de T₁ y T₂.

♦♥(d) Sean T₁ y T₂ árboles sin raíz no ordenados arbitrarios. Describe un algoritmo para encontrar el subárbol no ordenado común más grande de T₁ y T₂.

**54.** Los menores con raíz de árboles con raíz son una generalización natural de las subsecuencias. Un menor con raíz de un árbol con raíz T es cualquier árbol obtenido contrayendo una o más aristas. Cuando contraemos una arista uv, donde u es el padre de v, los hijos de v se convierten en nuevos hijos de u y luego v se elimina. En particular, la raíz de T es también la raíz de cada menor con raíz de T.

**Referencia a Figura 3.14**: Un árbol con raíz y uno de sus menores con raíz.

(a) Sea T un árbol con raíz con nodos etiquetados. Decimos que T es **aburrido** si, para cada nodo x, todos los hijos de x tienen la misma etiqueta; los hijos de nodos diferentes pueden tener etiquetas diferentes. Describe un algoritmo para encontrar el menor con raíz aburrido más grande de un árbol con raíz etiquetado dado.

(b) Supón que se nos da un árbol con raíz T cuyos nodos están etiquetados con números. Describe un algoritmo para encontrar el menor con raíz ordenado como heap más grande de T. Es decir, tu algoritmo debería retornar el menor con raíz más grande M tal que cada nodo en M tenga una etiqueta menor que sus hijos en M.

**Notas al pie**

¹⁸ En mis clases de algoritmos, cualquier solución de programación dinámica que no incluya una especificación en inglés de los subproblemas recursivos subyacentes automáticamente obtiene una puntuación de cero, incluso si la solución es por lo demás perfecta. Introducir esta política mejoró significativamente las calificaciones de los estudiantes, porque redujo significativamente el número de veces que enviaron algoritmos de programación dinámica incorrectos (o incoherentes).

¹⁹ Para más detalles sobre la historia y cultura de Nadiria, incluyendo imágenes de las varias denominaciones de Dream-Dollars, ver http://moneyart.biz/dd/.

²⁰ La ladera norte es más rápida, pero demasiado corta para un concurso interesante.

²¹ Si también permitiéramos movimiento hacia arriba, el juego resultante (¿Vankin's Fathom?) sería NP-difícil.

**24.** Supón que se te da un mapa de bits m × n como un arreglo M[1 .. n, 1 .. n] de 0s y 1s. Un bloque sólido en M es un subarreglo de la forma M[i .. i′, j .. j′] en el cual todos los bits son iguales. Un bloque sólido es cuadrado si tiene el mismo número de filas y columnas.

(a) Describe un algoritmo para encontrar el área máxima de un bloque cuadrado sólido en M en tiempo O(n²).

(b) Describe un algoritmo para encontrar el área máxima de un bloque sólido en M en tiempo O(n³).

(c) Describe un algoritmo para encontrar el área máxima de un bloque sólido en M en tiempo O(n² log n). [Pista: Divide y vencerás.]

♥(d) Describe un algoritmo para encontrar el área máxima de un bloque sólido en M en tiempo O(n²).

**25.** Supón que se te da un arreglo M[1 .. n, 1 .. n] de números, que pueden ser positivos, negativos, o cero, y que no son necesariamente enteros. Describe un algoritmo para encontrar la suma más grande de elementos en cualquier subarreglo rectangular de la forma M[i .. i′, j .. j′]. Para crédito completo, tu algoritmo debería funcionar en tiempo O(n³). [Pista: Ver problema 3.]

**26.** Describe y analiza un algoritmo que encuentre el patrón rectangular de área máxima que aparece más de una vez en un mapa de bits dado. Específicamente, dado un arreglo bidimensional M[1 .. n, 1 .. n] de bits como entrada, tu algoritmo debería producir el área del patrón rectangular repetido más grande en M. Por ejemplo, dado el mapa de bits mostrado a la izquierda en la figura de abajo, tu algoritmo debería retornar el entero 195, que es el área del perrito 15 × 13. (Aunque no pasa en este ejemplo, las dos copias del patrón repetido podrían superponerse.)

(a) Para crédito completo, describe un algoritmo que funcione en tiempo O(n⁵).

♥(b) Para crédito extra, describe un algoritmo que funcione en tiempo O(n⁴).

♣♥(c) Para crédito extra extra, describe un algoritmo que funcione en tiempo O(n³ polylog n).

**27.** Sea P un conjunto de puntos en el plano en posición convexa. Intuitivamente, si una banda elástica fuera envuelta alrededor de los puntos, entonces cada punto tocaría la banda elástica. Más formalmente, para cualquier punto p en P, hay una línea que separa p de los otros puntos en P. Además, supón que los puntos están indexados P[1], P[2], . . . , P[n] en orden antihorario alrededor de la "banda elástica", comenzando con el punto más a la izquierda P[1].

Este problema te pide resolver un caso especial del problema del vendedor viajero, donde el vendedor debe visitar cada punto en P, y el costo de moverse de un punto p ∈ P a otro punto q ∈ P es la distancia euclidiana |pq|.

(a) Describe un algoritmo simple para calcular el tour cíclico más corto de P.

(b) Un tour simple es uno que nunca se cruza a sí mismo. Demuestra que el tour más corto de P debe ser simple.

(c) Describe y analiza un algoritmo eficiente para calcular el tour más corto de P que comienza en el punto más a la izquierda P[1] y termina en el punto más a la derecha P[r].

(d) Describe y analiza un algoritmo eficiente para calcular el tour más corto de P, sin restricciones en los puntos finales.

♥**28.** Describe y analiza un algoritmo para resolver el problema del vendedor viajero en tiempo O(2ⁿ poly(n)). Dado un grafo no dirigido de n vértices G con aristas pesadas, tu algoritmo debería retornar el peso del ciclo más ligero en G que visita cada vértice exactamente una vez, o ∞ si G no tiene tales ciclos. [Pista: El algoritmo recursivo de retroceso obvio toma tiempo O(n!).]

**29.** Sea W = {w₁, w₂, . . . , wₙ} un conjunto finito de cadenas sobre algún alfabeto fijo Σ. Un **centro de edición** para W es una cadena C ∈ Σ\* tal que la distancia de edición máxima de C a cualquier cadena en W sea lo más pequeña posible. El **radio de edición** de W es la distancia de edición máxima de un centro de edición a una cadena en W. Un conjunto de cadenas puede tener varios centros de edición, pero su radio de edición es único.

EditRadius(W) := min\_{C∈Σ\*} max\_{w∈W} Edit(w, C)

EditCenter(W) := argmin\_{C∈Σ\*} max\_{w∈W} Edit(w, C)

(a) Describe y analiza un algoritmo eficiente para calcular el radio de edición de tres cadenas dadas.

♣♥(b) Describe y analiza un algoritmo eficiente para aproximar el radio de edición de un conjunto arbitrario de cadenas dentro de un factor de 2. (Calcular el radio de edición exacto es NP-difícil a menos que el número de cadenas sea fijo.)

♥**30.** Sea D[1 .. n] un arreglo de dígitos, cada uno un entero entre 0 y 9. Una **subsecuencia digital** de D es una secuencia de enteros positivos compuesta de la manera usual a partir de subcadenas disjuntas de D. Por ejemplo, la secuencia 3, 4, 5, 6, 8, 9, 32, 38, 46, 64, 83, 279 es una subsecuencia digital de los primeros varios dígitos de π:

3, 1, 4, 1, 5, 9, 2, 6, 5, 3, 5, 8, 9, 7, 9, 3, 2, 3, 8, 4, 6, 2, 6, 4, 3, 3, 8, 3, 2, 7, 9

La longitud de una subsecuencia digital es el número de enteros que contiene, no el número de dígitos; el ejemplo anterior tiene longitud 12. Como de costumbre, una subsecuencia digital es creciente si cada número es mayor que su predecesor.

Describe y analiza un algoritmo eficiente para calcular la subsecuencia digital creciente más larga de D. [Pista: Ten cuidado con tus suposiciones computacionales. ¿Cuánto tiempo toma comparar dos números de k dígitos?]

Para crédito completo, tu algoritmo debería funcionar en tiempo O(n⁴); algoritmos más rápidos valen crédito extra. El algoritmo más rápido que conozco para este problema funciona en tiempo O(n^(3/2) log n); lograr esta cota requiere varios trucos, tanto en el diseño del algoritmo como en su análisis, pero nada fuera del alcance de esta clase.²²

♥**31.** Considera la siguiente variante del problema clásico de la Torre de Hanoi. Como de costumbre, hay n discos con tamaños distintos, colocados en tres postes numerados 0, 1, y 2. Inicialmente, todos los n discos están en el poste 0, ordenados por tamaño del más pequeño arriba al más grande abajo. Nuestro objetivo es mover todos los discos al poste 2. En un solo paso, podemos mover el disco más alto en cualquier poste a un poste diferente, siempre que satisfagamos dos restricciones. Primero, nunca debemos colocar un disco más pequeño encima de un disco más grande. Segundo — y esta es la parte no estándar — nunca debemos mover un disco directamente del poste 0 al poste 2.

Describe y analiza un algoritmo para calcular el número exacto de movimientos requeridos para mover todos los n discos del poste 0 al poste 2, sujeto a las restricciones establecidas. Para crédito completo, tu algoritmo debería usar solo O(log n) operaciones aritméticas en el peor caso. Para propósitos de análisis, asume que sumar o multiplicar dos números de k dígitos requiere tiempo O(k). [Pista: ¡Matrices!]

**Dividiendo Secuencias/Arreglos**

**32.** Una expresión aritmética básica está compuesta por caracteres del conjunto {1,+,×} y paréntesis. Casi todo entero puede representarse por más de una expresión aritmética básica. Por ejemplo, todas las siguientes expresiones aritméticas básicas representan el entero 14:

1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1

((1 + 1) × (1 + 1 + 1 + 1 + 1)) + ((1 + 1) × (1 + 1))

(1 + 1) × (1 + 1 + 1 + 1 + 1 + 1 + 1)

(1 + 1) × (((1 + 1 + 1) × (1 + 1)) + 1)

Describe y analiza un algoritmo para calcular, dado un entero n como entrada, el número mínimo de 1s en una expresión aritmética básica cuyo valor sea igual a n. El número de paréntesis no importa, solo el número de 1s. Por ejemplo, cuando n = 14, tu algoritmo debería retornar 8, para la expresión final de arriba. El tiempo de ejecución de tu algoritmo debería estar acotado por una función polinomial pequeña de n.

**33.** Supón que se te da una secuencia de enteros separados por signos + y −; por ejemplo:

1 + 3 − 2 − 5 + 1 − 6 + 7

Puedes cambiar el valor de esta expresión agregando paréntesis en diferentes lugares. Por ejemplo:

1 + 3 − 2 − 5 + 1 − 6 + 7 = −1

(1 + 3 − (2 − 5)) + (1 − 6) + 7 = 9

(1 + (3 − 2)) − (5 + 1) − (6 + 7) = −17

Describe y analiza un algoritmo para calcular, dada una lista de enteros separados por signos + y −, el valor máximo posible que la expresión puede tomar agregando paréntesis. Los paréntesis deben usarse solo para agrupar sumas y restas; en particular, no los uses para crear multiplicación implícita como en 1 + 3(−2)(−5) + 1 − 6 + 7 = 33.

**34.** Supón que se te da una secuencia de enteros separados por signos + y ×; por ejemplo:

1 + 3 × 2 × 0 + 1 × 6 + 7

Puedes cambiar el valor de esta expresión agregando paréntesis en diferentes lugares. Por ejemplo:

(1 + (3 × 2)) × 0 + (1 × 6) + 7 = 13

((1 + (3 × 2 × 0) + 1) × 6) + 7 = 19

(1 + 3) × 2 × (0 + 1) × (6 + 7) = 104

(a) Describe y analiza un algoritmo para calcular el valor máximo posible que la expresión dada puede tomar agregando paréntesis, asumiendo que todos los enteros en la entrada son positivos. [Pista: Esto es fácil.]

(b) Describe y analiza un algoritmo para calcular el valor máximo posible que la expresión dada puede tomar agregando paréntesis, asumiendo que todos los enteros en la entrada son no negativos.

(c) Describe y analiza un algoritmo para calcular el valor máximo posible que la expresión dada puede tomar agregando paréntesis, sin restricciones en los números de entrada.

Asume que cualquier operación aritmética toma tiempo O(1).

**35.** Después de graduarte de Sham-Poobanana University, decides entrevistarte para una posición en el banco de Wall Street Long Live Boole. El director gerente del banco, Eloob Egroeg, plantea un problema de 'resolver-o-morir' a cada nuevo empleado, que deben resolver en 24 horas. ¡Aquellos que fallan en resolver el problema son despedidos inmediatamente!

Al entrar al banco por primera vez, notas que las oficinas de empleados están organizadas en una fila recta, con una gran T o F impresa en la puerta de cada oficina. Además, entre cada par adyacente de oficinas, hay un tablero marcado por uno de los símbolos ∧, ∨, o ⊕. Cuando preguntas sobre estos símbolos arcanos, Eloob confirma que T y F representan los valores booleanos True y False, y los símbolos en los tableros representan los operadores booleanos estándar And, Or, y Xor. También explica que estas letras y símbolos describen si ciertas combinaciones de empleados pueden trabajar juntos exitosamente. Al inicio de cualquier nuevo proyecto, Eloob agrupa jerárquicamente a sus empleados agregando paréntesis a la secuencia de símbolos, para obtener una expresión booleana inequívoca. El proyecto es exitoso si esta expresión booleana con paréntesis evalúa a T.

Por ejemplo, si el banco tiene tres empleados, y la secuencia de símbolos en y entre sus puertas es T ∧ F ⊕ T, hay exactamente un esquema de parentización exitoso: (T ∧ (F ⊕ T)). Sin embargo, si la lista de símbolos de puertas es F ∧ T ⊕ F, no hay manera de agregar paréntesis para hacer el proyecto exitoso.

Eloob finalmente plantea tu pregunta de entrevista de resolver-o-morir: Describe un algoritmo para decidir si una secuencia dada de símbolos puede parentizarse para que la expresión booleana resultante evalúe a T. Tu entrada es un arreglo S[0 .. 2n], donde S[i] ∈ {T, F} cuando i es par, y S[i] ∈ {∨,∧,⊕} cuando i es impar.

**36.** Cada año, como parte de su reunión anual, los Amantes de Caracoles Antárticos de Upper Glacierville realizan una Carrera de Apareamiento de Mesa Redonda. Varios caracoles reproductores de alta calidad se colocan en el borde de una mesa redonda. Los caracoles están numerados en orden alrededor de la mesa del 1 al n. Durante la carrera, cada caracol vaga por la mesa, dejando un rastro de baba detrás. Los caracoles han sido especialmente entrenados para nunca caerse del borde de la mesa o cruzar un rastro de baba, ni siquiera el suyo propio. Si dos caracoles se encuentran, se declaran una pareja reproductora, se retiran de la mesa, y se los lleva a un agujero romántico en el suelo para hacer pequeños caracoles bebé. Nota que algunos caracoles pueden nunca encontrar pareja, incluso si la carrera continúa para siempre.

**Referencia a Figura 3.6**: El final de una carrera típica de SLUG Antártica. Los caracoles 6 y 8 nunca encuentran parejas. Los organizadores deben pagar M[3, 4] + M[2, 5] + M[1, 7].

Para cada par de caracoles, los organizadores de la carrera SLUG Antártica han publicado una recompensa monetaria, que se pagará a los dueños si ese par de caracoles se encuentra durante la Carrera de Apareamiento. Específicamente, hay un arreglo bidimensional M[1 .. n, 1 .. n] publicado en la pared detrás de la Mesa Redonda, donde M[i, j] = M[j, i] es la recompensa que se pagará si los caracoles i y j se encuentran.

Describe y analiza un algoritmo para calcular la recompensa total máxima que los organizadores podrían verse obligados a pagar, dado el arreglo M como entrada.

**37.** Has extraído una gran losa de mármol de una cantera. Para simplicidad, supón que la losa de mármol es un rectángulo que mide n pulgadas de altura y m pulgadas de ancho. Quieres cortar la losa en rectángulos más pequeños de varios tamaños — algunos para encimeras de cocina, algunos para proyectos de escultura grandes, otros para lápidas conmemorativas. Tienes una sierra de mármol que puede hacer cortes ya sea horizontales o verticales a través de cualquier losa rectangular. En cualquier momento, puedes consultar el precio al contado P[x, y] de un rectángulo de mármol de x pulgadas por y pulgadas, para cualquier enteros positivos x e y. Estos precios dependen de la demanda del cliente, y las personas que compran encimeras de mármol son raras, así que no hagas suposiciones sobre ellos; en particular, rectángulos más grandes pueden tener precios al contado significativamente menores. Dados el arreglo de precios al contado y los enteros m y n como entrada, describe un algoritmo para calcular cómo subdividir una losa de mármol n × m para maximizar tu ganancia.

**38.** Este problema te pide diseñar algoritmos eficientes para construir árboles de búsqueda binaria óptimos que satisfagan restricciones de balance adicionales. Tu entrada consiste en un arreglo ordenado A[1 .. n] de claves de búsqueda y un arreglo f[1 .. n] de conteos de frecuencia, donde f[i] es el número de búsquedas para A[i]. Esta es exactamente la misma función de costo descrita en la Sección 3.9. Pero ahora tu tarea es calcular un árbol óptimo que satisfaga algunas restricciones adicionales.

(a) Los árboles AVL fueron los primeros árboles de búsqueda binaria auto-balanceados, descritos por primera vez en 1962 por Georgy Adelson-Velsky y Evgenii Landis. Un árbol AVL es un árbol de búsqueda binaria donde para cada nodo v, la altura del subárbol izquierdo de v y la altura del subárbol derecho de v difieren por a lo sumo uno.

Describe y analiza un algoritmo para construir un árbol AVL óptimo para un conjunto dado de claves de búsqueda y frecuencias.

(b) Los árboles B binarios simétricos son otros árboles binarios auto-balanceados, descritos por primera vez por Rudolf Bayer en 1972; estos son mejor conocidos por el nombre árboles rojo-negro, después de una reformulación algo más simple por Leo Guibas y Bob Sedgwick en 1978. Un árbol rojo-negro es un árbol de búsqueda binaria con las siguientes restricciones adicionales:

• Cada nodo es ya sea rojo o negro. • Cada nodo rojo tiene un padre negro. • Cada camino de raíz a hoja contiene el mismo número de nodos negros.

Describe un algoritmo recursivo de retroceso para construir un árbol rojo-negro óptimo para un conjunto dado de claves de búsqueda y frecuencias.

(c) Los árboles AA fueron propuestos por Arne Andersson en 1993 y ligeramente simplificados (y nombrados) por Mark Allen Weiss en 2000. Los árboles AA también se conocen como árboles rojo-negro que se inclinan a la izquierda, después de una reformulación simétrica (con algoritmos de rebalanceo diferentes) por Bob Sedgewick en 2006. Un árbol AA es un árbol rojo-negro con una restricción adicional:

• Ningún hijo izquierdo es rojo.²³

Describe y analiza un algoritmo para construir un árbol AA óptimo para un conjunto dado de claves de búsqueda y frecuencias.

**39.** Supón que se te da un mapa de bits m × n como un arreglo M[1 .. m, 1 .. n] de 0s y 1s. Un bloque sólido en M es un subarreglo de la forma M[i .. i′, j .. j′] en el cual todos los bits son iguales. Supón que quieres descomponer M en la menor cantidad posible de bloques disjuntos.

Una estrategia natural de partición recursiva se llama **subdivisión guillotina**. Si todo el mapa de bits M es un bloque sólido, no hay nada que hacer. De otro modo, cortamos M en dos mapas de bits más pequeños a lo largo de una línea horizontal o vertical, y luego descomponemos recursivamente los dos mapas de bits más pequeños en bloques sólidos.

Cualquier subdivisión guillotina puede representarse como un árbol binario, donde cada nodo interno almacena la posición y orientación de un corte, y cada hoja almacena un solo bit 0 o 1 indicando el contenido del bloque correspondiente. El tamaño de una subdivisión guillotina es el número de hojas en el árbol binario correspondiente (es decir, el número final de bloques sólidos), y la profundidad de una subdivisión guillotina es la profundidad del árbol binario correspondiente.

(a) Describe y analiza un algoritmo para calcular una subdivisión guillotina de M del tamaño mínimo posible.

(b) Muestra que una subdivisión guillotina no siempre produce una partición en el menor número de bloques sólidos.

(c) Describe y analiza un algoritmo para calcular una subdivisión guillotina para M con la menor profundidad posible.

(d) Describe y analiza un algoritmo para determinar M[i, j], dado el árbol que representa una descomposición guillotina para M y dos índices i y j.

**Referencia a Figura 3.7**: Una subdivisión guillotina con tamaño 8 y profundidad 5.

(e) Define la profundidad de un píxel M[i, j] en una subdivisión guillotina como la profundidad de la hoja que contiene ese píxel. Describe y analiza un algoritmo para calcular una subdivisión guillotina para M tal que la suma de las profundidades de los píxeles sea lo más pequeña posible.

(f) Describe y analiza un algoritmo para calcular una subdivisión guillotina para M tal que la suma de las profundidades de los píxeles negros sea lo más pequeña posible.

♠**40.** ¡Felicitaciones! Has sido contratado por la librería en línea gigante DeNile ("¡No solo un río en Egipto!") para optimizar sus robots de almacén. Cada libro que DeNile vende tiene un ISBN único (Número Estándar Internacional de Libro), que es solo un valor numérico. Cada uno de los almacenes de DeNile contiene una fila larga de contenedores, cada uno conteniendo múltiples copias de un solo libro. Estos contenedores están organizados en orden ordenado por ISBN; el ISBN de cada contenedor está impreso en el frente del contenedor en forma legible por máquina. Los libros se recuperan de estos contenedores por robots, que corren a lo largo de rieles paralelos a la fila de contenedores.

DeNile no mantiene una lista de qué contenedores contienen qué números ISBN; ¡eso sería demasiado simple! En su lugar, para recuperar un libro deseado, el robot debe primero encontrar el contenedor de ese libro usando una búsqueda binaria. Porque la búsqueda requiere movimiento físico por parte del robot, ya no podemos asumir que cada paso de la búsqueda binaria requiere tiempo O(1). Específicamente:

• El robot siempre comienza en el "contenedor 0" (donde los libros se cargan en cajas para enviar a los clientes). • Mover el robot del i-ésimo contenedor al j-ésimo contenedor requiere α|i − j| segundos para alguna constante α. • El robot debe estar directamente frente a un contenedor para leer el ISBN de ese contenedor. Leer un ISBN requiere β segundos, para alguna constante β. • Revertir la dirección de movimiento del robot (de creciente a decreciente o viceversa) requiere γ segundos adicionales, para alguna constante γ. • Cuando el robot encuentra el contenedor objetivo, extrae un libro de ese contenedor y regresa al "contenedor 0".

Diseña y analiza un algoritmo para calcular un árbol de búsqueda binaria sobre los contenedores que minimice el tiempo total que el robot gasta buscando libros. Tu entrada es un arreglo f[1 .. n] de enteros, donde f[i] es el número de veces que se le pedirá al robot recuperar un libro del i-ésimo contenedor, junto con los parámetros de tiempo α, β, y γ.

♠**41.** Un método estándar para mejorar el rendimiento de caché de árboles de búsqueda es empacar más claves de búsqueda y subárboles en cada nodo. Un B-árbol es un árbol con raíz en el cual cada nodo interno almacena hasta B claves y punteros a hasta B + 1 hijos, cada uno la raíz de un B-árbol más pequeño. Específicamente, cada nodo v almacena tres campos:

• un entero positivo v.d ≤ B, • un arreglo ordenado v.key[1 .. v.d], y • un arreglo v.child[0 .. v.d] de punteros hijo.

En particular, el número de punteros hijo es siempre exactamente uno más que el número de claves.²⁴

Cada puntero v.child[i] es ya sea Null o un puntero a la raíz de un B-árbol cuyas claves son todas mayores que v.key[i] y menores que v.key[i + 1]. En particular, todas las claves en el subárbol más a la izquierda v.child[0] son menores que v.key[1], y todas las claves en el subárbol más a la derecha v.child[v.d] son mayores que v.key[v.d].

Intuitivamente, deberías tener la siguiente imagen en mente:

[ •·⚬ < key[1] < •·⚬ < key[2] < •·⚬ ··· •·⚬ < key[d] < •·⚬ ]

T₀ T₁ T₂ ··· Tₐ₋₁ Tₐ

Aquí Tᵢ es el subárbol apuntado por child[i].

El costo de buscar una clave x en un B-árbol es el número de nodos en el camino desde la raíz hasta el nodo que contiene x como una de sus claves. Un 1-árbol es solo un árbol de búsqueda binaria estándar.

Fija un entero positivo arbitrario B > 0. (Sugiero B = 8.) Supón que se te da un arreglo ordenado A[1, . . . , n] de claves de búsqueda y un arreglo correspondiente F[1, . . . , n] de conteos de frecuencia, donde F[i] es el número de veces que buscaremos A[i]. Tu tarea es describir y analizar un algoritmo eficiente para encontrar un B-árbol que minimice el costo total de buscar las claves dadas con las frecuencias dadas.

(a) Describe un algoritmo de tiempo polinomial para el caso especial B = 2.

(b) Describe un algoritmo para B arbitrario que funciona en tiempo O(n^(B+c)) para algún entero fijo c.

♥(c) Describe un algoritmo para B arbitrario que funciona en tiempo O(n^c) para algún entero fijo c que no depende de B.

**42.** Una cadena w de paréntesis ( y ) y corchetes [ y ] está **balanceada** si satisface una de las siguientes condiciones:

• w es la cadena vacía. • w = (x) para alguna cadena balanceada x • w = [x] para alguna cadena balanceada x • w = x y para algunas cadenas balanceadas x e y

Por ejemplo, la cadena

w = ([()][]()) [()()] ()

está balanceada, porque w = x y, donde

x = ( [()] [] () ) y y = [ () () ] ().

(a) Describe y analiza un algoritmo para determinar si una cadena dada de paréntesis y corchetes está balanceada.

(b) Describe y analiza un algoritmo para calcular la longitud de una subsecuencia balanceada más larga de una cadena dada de paréntesis y corchetes.

(c) Describe y analiza un algoritmo para calcular la longitud de una supersecuencia balanceada más corta de una cadena dada de paréntesis y corchetes.

(d) Describe y analiza un algoritmo para calcular la distancia de edición mínima de una cadena dada de paréntesis y corchetes a una cadena balanceada de paréntesis y corchetes.

♥(e) Describe y analiza un algoritmo para calcular la subsecuencia común balanceada más larga de dos cadenas dadas de paréntesis y corchetes.

♥(f) Describe y analiza un algoritmo para calcular la subsecuencia balanceada palindrómica más larga de una cadena dada de paréntesis y corchetes.

♥(g) Describe y analiza un algoritmo para calcular la subsecuencia común palindrómica balanceada más larga (¡uf!) de dos cadenas dadas de paréntesis y corchetes.

Para cada problema, tu entrada es un arreglo w[1 .. n], donde w[i] ∈ {(, ), [, ]} para cada índice i. (Puedes preferir usar símbolos diferentes en lugar de paréntesis y corchetes — por ejemplo, L, R, l, r o Ã,Â,Ê,É — ¡pero por favor dile a tu calificador qué símbolos estás usando!)

♥**43.** ¡Felicitaciones! Tu equipo de investigación acaba de recibir un proyecto multianual de $50M, financiado conjuntamente por DARPA, Google, y McDonald's, para producir DWIM: ¡El primer compilador que lee la mente de los programadores! Tu propuesta y tus numerosos comunicados de prensa prometen que DWIM corregirá automáticamente errores en cualquier pieza de código dada, mientras modifica ese código lo menos posible. Desafortunadamente, ahora es hora de comenzar a hacer que la maldita cosa funcione.

Como ejercicio de calentamiento, decides abordar el siguiente subproblema necesario. Recuerda que la distancia de edición entre dos cadenas es el número mínimo de inserciones, eliminaciones y reemplazos de caracteres individuales requerido para transformar una cadena en la otra. Una expresión aritmética es una cadena w tal que

• w es una cadena de uno o más dígitos decimales, • w = (x) para alguna expresión aritmética x, o • w = x ⊙ y para algunas expresiones aritméticas x e y y algún operador binario ⊙.

Supón que se te da una cadena de tokens del alfabeto {#, ⊙, (, )}, donde # representa un dígito decimal y ⊙ representa un operador binario. Describe y analiza un algoritmo para calcular la distancia de edición mínima de la cadena dada a una expresión aritmética.

**44.** Las moléculas de ácido ribonucleico (ARN) son cadenas largas de millones de nucleótidos o bases de cuatro tipos diferentes: adenina (A), citosina (C), guanina (G), y uracilo (U). La secuencia de una molécula de ARN es una cadena b[1 .. n], donde cada carácter b[i] ∈ {A, C, G, U} corresponde a una base. Además de los enlaces químicos entre bases adyacentes en la secuencia, los enlaces de hidrógeno pueden formarse entre ciertos pares de bases. El conjunto de pares de bases enlazados se llama la estructura secundaria de la molécula de ARN.

Decimos que dos pares de bases (i, j) y (i′, j′) con i < j e i′ < j′ se superponen si i < i′ < j < j′ o i′ < i < j′ < j. En la práctica, la mayoría de los pares de bases no se superponen. Los pares de bases superpuestos crean los llamados pseudonudos en la estructura secundaria, que son esenciales para algunas funciones del ARN, pero son más difíciles de predecir.

Supón que queremos predecir la mejor estructura secundaria posible para una secuencia de ARN dada. Adoptaremos un modelo drásticamente simplificado de estructura secundaria:

• Cada base puede enlazarse con a lo sumo una otra base. • Solo los pares A–U y C–G pueden enlazarse. • Los pares de la forma (i, i + 1) y (i, i + 2) no pueden enlazarse. • Los pares de bases enlazados no pueden superponerse.

La última (y menos realista) restricción nos permite visualizar la estructura secundaria del ARN como una especie de árbol gordo, como se muestra abajo.

**Referencia a Figura 3.8**: Ejemplo de estructura secundaria de ARN con 21 pares de bases enlazados, indicados por líneas rojas gruesas. Los espacios se indican por curvas punteadas. Esta estructura tiene puntuación 2² + 2² + 8² + 1² + 7² + 4² + 7² = 187.

(a) Describe y analiza un algoritmo que calcule el número máximo posible de pares de bases enlazados en una estructura secundaria para una secuencia de ARN dada.

(b) Un espacio en una estructura secundaria es una subcadena maximal de bases no apareadas. Los espacios grandes llevan a inestabilidades químicas, así que las estructuras secundarias con espacios menores son más probables. Para dar cuenta de esta preferencia, definamos la puntuación de una estructura secundaria como la suma de los cuadrados de las longitudes de los espacios; ver Figura 3.8. (Esta función de puntuación es completamente ficticia; la predicción real de estructura de ARN requiere funciones de puntuación mucho más complicadas.)

Describe y analiza un algoritmo que calcule la puntuación mínima posible de una estructura secundaria para una secuencia de ARN dada.

♣**45.** (a) Describe y analiza un algoritmo eficiente para determinar, dada una cadena w y una expresión regular R, si w ∈ L(R).

(b) Las expresiones regulares generalizadas permiten el operador binario ∩ (intersección) y el operador unario ¬ (complemento), además de los operadores usuales • (concatenación), + (o), y \* (cerradura de Kleene). Las construcciones NFA y el teorema de Kleene implican que cualquier expresión regular generalizada E representa un lenguaje regular L(E).

Describe y analiza un algoritmo eficiente para determinar, dada una cadena w y una expresión regular generalizada E, si w ∈ L(E).

En ambos problemas, asume que en realidad se te da un árbol de análisis para la expresión regular (generalizada), no solo una cadena.

**Ejercicios: Árboles y Subárboles**

**Capítulo 3: Programación Dinámica**

**46. Fiesta Corporativa Obligatoria**

Acabas de ser nombrado como el nuevo organizador de la primera fiesta navideña obligatoria anual en Giggle (una subsidiaria de Abugida). Los empleados de Giggle están organizados en una jerarquía estricta—un árbol con el presidente de la compañía en la raíz. Los oráculos omniscientes de Recursos Humanos han asignado un número real a cada empleado midiendo qué tan "divertido" es el empleado. Para mantener las cosas sociales, hay una restricción en la lista de invitados: un empleado no puede asistir a la fiesta si su supervisor inmediato también está presente. Por otro lado, el presidente de la compañía debe asistir a la fiesta, aunque tenga una calificación de diversión negativa; es su compañía, después de todo. Da un algoritmo que haga una lista de invitados para la fiesta que maximice la suma de las calificaciones de "diversión" de los invitados.

**47. Distribución de Regalos Corporativos**

Dado que tan pocas personas vinieron a la fiesta navideña del año pasado, el presidente de Giggle decide dar a cada empleado un regalo en su lugar este año. Específicamente, cada empleado debe recibir uno de tres regalos: (1) unas vacaciones de seis semanas con todos los gastos pagados en cualquier lugar del mundo, (2) un desayuno de todos-los-panqueques-que-puedas-ordenar para dos en Jumping Jack Flash's Flapjack Stack Shack, o (3) una bolsa de papel ardiendo llena de excremento de perro. Las regulaciones corporativas prohíben que cualquier empleado reciba exactamente el mismo regalo que su supervisor directo. Cualquier empleado que reciba un mejor regalo que su supervisor directo casi seguramente será despedido en un ataque de celos.

Como zar oficial de fiestas de Giggle, es tu trabajo decidir qué regalo recibe cada empleado. Describe un algoritmo para distribuir regalos de manera que el número mínimo de personas sean despedidas. Sí, puedes enviar al presidente una bolsa flamante de excremento de perro.

Más formalmente, se te da un árbol con raíz T, representando la jerarquía de la compañía, y quieres etiquetar los nodos de T con enteros 1, 2, o 3, de manera que cada nodo tenga una etiqueta diferente de su padre. El costo de un etiquetado es el número de nodos con etiquetas menores que sus padres. Ver Figura 3.9 para un ejemplo. Describe y analiza un algoritmo para computar el etiquetado de costo mínimo de T.

**Figura 3.9.** Un etiquetado de árbol con costo 9. Los nueve nodos en negrita tienen etiquetas menores que sus padres. Este no es el etiquetado óptimo para este árbol.

**48. Fiesta de Twitbook con Restricciones**

Después del Desastre Navideño del Excremento de Perro Flamante, fuiste fuertemente alentado a buscar otro empleo, y así dejaste Giggle por la compañía rival Twitbook. Desafortunadamente, el nuevo presidente de Twitbook acababa de decidir imitar a Giggle organizando su propia fiesta navideña, y en vista de tu experiencia pasada, te nombró como el organizador oficial de la fiesta. El presidente exige que invites exactamente k empleados, incluyendo al presidente mismo, y todos los que son invitados están obligados a asistir. Sí, eso será divertido.

Igual que en Giggle, los empleados en Twitbook están organizados en una jerarquía estricta: un árbol con el presidente de la compañía en la raíz. Los oráculos omniscientes de Recursos Humanos han asignado un número real a cada empleado indicando la incomodidad de invitar tanto a ese empleado como a su supervisor inmediato; un valor negativo indica que el empleado y su supervisor realmente se gustan. Tu objetivo es elegir un subconjunto de exactamente k empleados para invitar, de manera que la incomodidad total de la fiesta resultante sea tan pequeña como sea posible. Por ejemplo, si la lista de invitados no incluye tanto a un empleado como a su supervisor inmediato, la incomodidad total es cero. La entrada a tu algoritmo es el árbol T, el entero k, y la incomodidad de cada nodo en T.

**(a)** Describe un algoritmo que compute la incomodidad total del subconjunto menos incómodo de k empleados, asumiendo que la jerarquía de la compañía está descrita por un árbol binario. Es decir, asume que cada empleado supervisa directamente a lo más dos otros.

**♥(b)** Describe un algoritmo que compute la incomodidad total del subconjunto menos incómodo de k empleados, sin restricciones en la jerarquía de la compañía.

**49. Difusión de Mensajes en Árboles**

Supón que necesitamos difundir un mensaje a todos los nodos en un árbol con raíz. Inicialmente, solo el nodo raíz conoce el mensaje. En una sola ronda, cualquier nodo que conoce el mensaje puede reenviarlo a lo más uno de sus hijos. Ver Figura 3.10 para un ejemplo.

**(a)** Diseña un algoritmo para computar el número mínimo de rondas requeridas para difundir el mensaje a todos los nodos en un árbol binario.

**♦(b)** Diseña un algoritmo para computar el número mínimo de rondas requeridas para difundir el mensaje a todos los nodos en un árbol con raíz arbitrario. [Pista: Puedes encontrar útiles las técnicas del siguiente capítulo para demostrar que tu algoritmo es correcto, aunque no sea un algoritmo codicioso.]

**Figura 3.10.** Un mensaje siendo distribuido a través de un árbol en cinco rondas.

**50. Juego de Escalada en Roca**

Un día, Alex se cansó de escalar en un gimnasio y decidió llevar a un grupo muy grande de amigos escaladores afuera a escalar. El área de escalada donde fueron, tenía una enorme roca ancha, no muy alta, con varios agarres marcados para manos y pies. Alex rápidamente determinó un conjunto "permitido" de movimientos que su grupo de amigos puede realizar para ir de un agarre a otro.

El sistema general de agarres puede describirse por un árbol con raíz T con n vértices, donde cada vértice corresponde a un agarre y cada arista corresponde a un movimiento permitido entre agarres. Los caminos de escalada convergen conforme van hacia arriba de la roca, llevando a un agarre único en la cumbre, representado por la raíz de T.

Alex y sus amigos (que son todos escaladores excelentes) decidieron jugar un juego, donde tantos escaladores como sea posible están simultáneamente en la roca y cada escalador necesita realizar una secuencia de exactamente k movimientos. Cada escalador puede elegir un agarre arbitrario para comenzar, y todos los movimientos deben moverse alejándose del suelo. Así, cada escalador traza un camino de k aristas en el árbol T, todas dirigidas hacia la raíz. Sin embargo, no se permite que dos escaladores toquen el mismo agarre; los caminos seguidos por diferentes escaladores no pueden intersectarse en absoluto.

Describe y analiza un algoritmo eficiente para computar el número máximo de escaladores que pueden jugar este juego. Más formalmente, se te da un árbol con raíz T y un entero k, y quieres encontrar el mayor número posible de caminos disjuntos en T, donde cada camino tiene longitud k. No asumas que T es un árbol binario. Por ejemplo, dado el árbol T abajo y k = 3 como entrada, tu algoritmo debería retornar el entero 8.²⁵

**Figura 3.11.** Siete caminos disjuntos de longitud k = 3. Este no es el conjunto más grande de tales caminos en este árbol.

**51. Costo de Agrupamiento en Árboles Binarios**

Sea T un árbol binario con raíz con n vértices, y sea k ≤ n un entero positivo. Nos gustaría marcar k vértices en T de manera que cada vértice tenga un ancestro marcado cercano. Más formalmente, definimos el costo de agrupamiento de cualquier subconjunto K de vértices como

cost(K) = max\_v cost(v, K),

donde el máximo se toma sobre todos los vértices v en el árbol, y cost(v, K) es la distancia de v a su ancestro más cercano en K:

cost(v, K) = { 0 si v ∈ K ∞ si v es la raíz de T y v ∉ K  
1 + cost(parent(v), K) en otro caso }

En particular, cost(K) = ∞ si K excluye la raíz de T.

**Figura 3.12.** Un subconjunto de cinco vértices en un árbol binario, con costo de agrupamiento 3.

**♥(a)** Describe un algoritmo de programación dinámica para computar, dado el árbol T y un entero k, el costo mínimo de agrupamiento de cualquier subconjunto de k vértices en T. Para crédito completo, tu algoritmo debería ejecutar en tiempo O(n²k²).

**(b)** Describe un algoritmo de programación dinámica para computar, dado el árbol T y un entero r, el tamaño del subconjunto más pequeño de vértices cuyo costo de agrupamiento es a lo más r. Para crédito completo, tu algoritmo debería ejecutar en tiempo O(nr).

**(c)** Muestra que tu solución para la parte (b) implica un algoritmo para la parte (a) que ejecuta en tiempo O(n² log n).

**52. Subárboles Comunes con Raíz**

Esta pregunta te pide encontrar algoritmos eficientes para computar el subárbol común con raíz más grande de dos árboles con raíz dados. Recuerda que un árbol con raíz es un grafo acíclico conectado con un nodo designado llamado la raíz. Un subárbol con raíz de un árbol con raíz consiste en un nodo arbitrario y todos sus descendientes. La definición precisa de "común" depende de qué pares de árboles con raíz consideramos isomórficos.

**(a)** Recuerda que un árbol binario es un árbol con raíz en el cual cada nodo tiene un subárbol izquierdo (posiblemente vacío) y un subárbol derecho (posiblemente vacío). Dos árboles binarios son isomórficos si y solo si ambos están vacíos, o sus subárboles izquierdos son isomórficos y sus subárboles derechos son isomórficos. Describe un algoritmo para encontrar el subárbol binario común más grande de dos árboles binarios dados.

**Figura 3.13.** Dos árboles binarios, con su subárbol común (con raíz) más grande enfatizado.

**(b)** En un árbol con raíz ordenado, cada nodo tiene una secuencia de hijos, que son las raíces de subárboles con raíz ordenados. Dos árboles con raíz ordenados son isomórficos si ambos están vacíos, o si sus i-ésimos subárboles son isomórficos para cada índice i. Describe un algoritmo para encontrar el subárbol ordenado común más grande de dos árboles ordenados T₁ y T₂.

**♦♥(c)** En un árbol con raíz no ordenado, cada nodo tiene un conjunto no ordenado de hijos, que son las raíces de subárboles con raíz no ordenados. Dos árboles con raíz no ordenados son isomórficos si ambos están vacíos, o los subárboles de cada raíz pueden ordenarse de manera que sus i-ésimos subárboles sean isomórficos para cada índice i. Describe un algoritmo para encontrar el subárbol no ordenado común más grande de dos árboles no ordenados T₁ y T₂.

**53. Subárboles Óptimos en Árboles Sin Raíz**

Esta pregunta te pide encontrar algoritmos eficientes para computar subárboles óptimos en árboles sin raíz—grafos no dirigidos acíclicos conectados. Un subárbol de un árbol sin raíz es cualquier subgrafo conectado.

**(a)** Supón que se te da un árbol sin raíz T con pesos en sus aristas, que pueden ser positivos, negativos, o cero. Describe un algoritmo para encontrar un camino en T con peso total máximo.

**(b)** Supón que se te da un árbol sin raíz T con pesos en sus vértices, que pueden ser positivos, negativos, o cero. Describe un algoritmo para encontrar un subárbol de T con peso total máximo. [Esta fue una pregunta de entrevista de Google de 2016.]

**(c)** Sean T₁ y T₂ árboles sin raíz ordenados arbitrarios, significando que los vecinos de cada nodo tienen un orden cíclico bien definido. Describe un algoritmo para encontrar el subárbol ordenado común más grande de T₁ y T₂.

**♦♥(d)** Sean T₁ y T₂ árboles sin raíz no ordenados arbitrarios. Describe un algoritmo para encontrar el subárbol no ordenado común más grande de T₁ y T₂.

**54. Menores con Raíz de Árboles con Raíz**

Los menores con raíz de árboles con raíz son una generalización natural de las subsecuencias. Un menor con raíz de un árbol con raíz T es cualquier árbol obtenido contrayendo una o más aristas. Cuando contraemos una arista uv, donde u es el padre de v, los hijos de v se convierten en nuevos hijos de u y luego v es eliminado. En particular, la raíz de T es también la raíz de cada menor con raíz de T.

**Figura 3.14.** Un árbol con raíz y uno de sus menores con raíz.

**(a)** Sea T un árbol con raíz con nodos etiquetados. Decimos que T es aburrido si, para cada nodo x, todos los hijos de x tienen la misma etiqueta; hijos de diferentes nodos pueden tener etiquetas diferentes. Describe un algoritmo para encontrar el menor con raíz aburrido más grande de un árbol con raíz etiquetado dado.

**(b)** Supón que se nos da un árbol con raíz T cuyos nodos están etiquetados con números. Describe un algoritmo para encontrar el menor con raíz ordenado como heap más grande de T. Es decir, tu algoritmo debería retornar el menor con raíz más grande M tal que cada nodo en M tiene una etiqueta menor que sus hijos en M.

**c)** Supón que se nos da un árbol binario T cuyos nodos están etiquetados con números. Describe un algoritmo para encontrar el menor con raíz ordenado como árbol de búsqueda binaria más grande de T. Es decir, tu algoritmo debería retornar un menor con raíz M tal que cada nodo en M tiene a lo más dos hijos, y un recorrido inorden de M es una subsecuencia creciente de un recorrido inorden de T.

**(d)** Recuerda que un árbol con raíz es ordenado si los hijos de cada nodo tienen un orden izquierda-a-derecha bien definido. Describe un algoritmo para encontrar el menor ordenado como árbol de búsqueda binaria más grande de un árbol ordenado arbitrario T cuyos nodos están etiquetados con números. Nuevamente, el orden izquierda-a-derecha de los nodos en M debería ser consistente con su orden en T.

**♥(e)** Describe un algoritmo para encontrar el menor con raíz ordenado común más grande de dos árboles con raíz ordenados etiquetados.

**♦♥(f)** Describe un algoritmo para encontrar el menor con raíz no ordenado común más grande de dos árboles con raíz no ordenados etiquetados. [Pista: Combina programación dinámica con flujos máximos.]

**Notas al Pie**

²⁵ P: ¿Por qué los profesores de ciencias de la computación piensan que los árboles tienen sus raíces en la parte superior? R: ¡Porque nunca han estado afuera!

**Notas al Pie Consolidadas**

**Notas al Pie del Libro "Algoritmos" - Jeff Erickson**

¹ En código Morse, un "dah" dura tres veces más que un "dit", pero cada "dit" o "dah" es seguido por una pausa con la misma duración que un "dit". Así, cada "dit-pausa" es un laghu akṣara, cada "dah-pausa" es un guru akṣara, y hay exactamente cinco letras (M, D, R, U, y H) cuyos códigos duran cuatro mātrā.

² El Chandaḥśāstra contiene dos reglas sistemáticas para listar todos los metros con un número dado de sílabas, que corresponden aproximadamente a escribir números en binario de izquierda a derecha (como los griegos) o de derecha a izquierda (como los egipcios). El mismo texto incluye un algoritmo recursivo para calcular 2ⁿ (el número de metros con n sílabas) por elevación al cuadrado repetida, y (posiblemente) un algoritmo recursivo para calcular coeficientes binomiales (el número de metros con k sílabas cortas y n sílabas en total).

³ "Ningún descubrimiento científico es nombrado por su descubridor original." En su artículo de 1980 que da nombre a la ley, el estadístico Stephen Stigler bromeó que esta ley fue propuesta por primera vez por el sociólogo Robert K. Merton. Sin embargo, declaraciones similares fueron hechas previamente por Vladimir Arnol'd en los años 1970 ("Los descubrimientos raramente se atribuyen a la persona correcta."), Carl Boyer en 1968 ("¡Clio, la musa de la historia, a menudo es voluble al adjuntar nombres a teoremas!"), Alfred North Whitehead en 1917 ("Todo lo que es importante ha sido dicho antes por alguien que no lo descubrió."), e incluso el padre de Stephen, George Stigler en 1966 ("Si alguna vez encontráramos un caso donde una teoría sea nombrada por el hombre correcto, será notado."). Veremos muchos otros ejemplos de la ley de Stigler en este libro.

⁴ Ver http://algorithms.wtf para notas sobre resolver recurrencias de retroceso.

⁵ Michie propuso que los lenguajes de programación deberían soportar una abstracción que llamó "función memo", consistiendo tanto en una función estándar ("regla") como en un diccionario ("rutina"), en lugar de soportar separadamente arreglos y funciones. Cuando una función memo calcula un valor de función por primera vez, "memoriza" (sí, con una R) ese valor en su diccionario. Michie fue inspirado por el uso de Samuel de "aprendizaje rutinario" para acelerar la evaluación recursiva de árboles de juego de damas; Michie describe su propuesta más general como "permitir al programador 'Samuelizar' cualquier función que le plazca." (Por lo que puedo decir, Michie nunca usó el término "memoización" él mismo.) La memoización fue usada incluso antes por el robot resolvedor de laberintos "Teseo" de Claude Shannon, que diseñó y construyó en 1950.

⁶ Técnicas más generales de programación dinámica fueron desplegadas independientemente varias veces a finales de los años 1930 y principios de los 1940. Por ejemplo, Pierre Massé usó algoritmos de programación dinámica para optimizar la operación de presas hidroeléctricas en Francia durante el régimen de Vichy. John von Neumann y Oskar Morgenstern desarrollaron algoritmos de programación dinámica para determinar el ganador de cualquier juego de dos jugadores con información perfecta (por ejemplo, damas). Alan Turing y sus cohorts usaron métodos similares como parte de sus esfuerzos de ruptura de códigos en Bletchley Park. Tanto el trabajo de Massé como el de von Neumann y Morgenstern fueron publicados por primera vez en 1944, seis años antes de que Bellman acuñara la frase "programación dinámica". Los detalles del "Banburismus" de Turing se mantuvieron en secreto hasta mediados de los años 1980.

⁷ Charles Erwin Wilson se convirtió en Secretario de Defensa en enero de 1953, después de una docena de años como presidente de General Motors. "Engine Charlie" reorganizó el Departamento de Defensa y disminuyó significativamente su presupuesto en su primer año en el cargo, con el objetivo explícito de dirigir el Departamento mucho más como una corporación industrial. Bellman describió a Wilson en su autobiografía de 1984 de la siguiente manera:

Teníamos un caballero muy interesante en Washington llamado Wilson. Era secretario de Defensa, y en realidad tenía un miedo y odio patológico de la palabra "investigación". No estoy usando el término a la ligera; lo estoy usando precisamente. Su cara se ponía roja, se volvía rojo, y se ponía violento si la gente usaba el término "investigación" en su presencia. Puedes imaginar cómo se sentía, entonces, sobre el término "matemático"... Sentí que tenía que hacer algo para proteger a Wilson y la Fuerza Aérea del hecho de que realmente estaba haciendo matemáticas dentro de la Corporación RAND. ¿Qué título, qué nombre, podría elegir?

Sin embargo, el primer uso publicado por Bellman del término "programación dinámica" ya apareció en 1952, varios meses antes de que Wilson tomara el cargo, así que esta historia está al menos ligeramente embellecida.

⁸ ... y posiblemente una variación del icónico nombre de marca "Dynamic-Tension" para la famosa serie de ejercicios de Charles Atlas, que Charles Roman acuñó en 1928. ¡Héroe de la Playa!

⁹ como sugirió Piṅgala para potencias de 2 en otra parte del Chandaḥśāstra

¹⁰ ¡Casi nunca funcionan! Entonces da tres hurras, y un hurra más, para el riguroso Capitán del Pinafore! ¡Entonces da tres hurras, y un hurra más, para el Capitán del Pinafore!

¹¹ Introducir esta política en mis propios cursos de algoritmos mejoró significativamente las calificaciones de los estudiantes, porque redujo significativamente la frecuencia de algoritmos codiciosos incorrectos.

¹² De hecho, solo necesitamos la mitad de este arreglo, porque siempre tenemos i < j. Pero incluso si nos importaran los factores constantes en este libro (no nos importan), este sería el momento equivocado para preocuparse por ellos. Primero haz que funcione; luego hazlo mejor.

¹³ ¿Ves?, ¡te dije que no te preocuparas por los factores constantes todavía!

¹⁴ Este algoritmo a veces también se atribuye incorrectamente a Saul Needleman y Christian Wunsch en 1970. "El algoritmo de Needleman-Wunsch" más comúnmente se refiere al algoritmo estándar de programación dinámica para calcular la subsecuencia común más larga de dos cadenas (o equivalentemente, la distancia de edición donde solo se permiten inserciones y eliminaciones) en tiempo O(mn), pero ¡esa atribución también es incorrecta! De hecho, el algoritmo de Needleman y Wunsch calcula subsecuencias comunes más largas (ponderadas) (posiblemente con costos de espacio) en tiempo O(m²n²), usando una recurrencia diferente. Sankoff explícitamente describe su algoritmo de tiempo O(mn) como una mejora del algoritmo de Needleman y Wunsch.

¹⁵ Sí, estoy rompiendo mi propia regla contra la optimización prematura.

¹⁶ Aunque el problema de suma de subconjuntos es NP-difícil, esta cota de tiempo no implica que P=NP, porque T no está necesariamente acotado por una función polinomial del tamaño de entrada.

¹⁷ En el memorándum de investigación de 1967 (!) donde propuso funciones memo, Donald Michie escribió, "Tabular valores de una función que no serán necesarios es un desperdicio de espacio, y recomputar los mismos valores más de una vez es un desperdicio de tiempo." ¡Pero de hecho, tabular valores de una función que no serán necesarios también es un desperdicio de tiempo!

¹⁸ En mis clases de algoritmos, cualquier solución de programación dinámica que no incluya una especificación en inglés de los subproblemas recursivos subyacentes automáticamente obtiene una puntuación de cero, incluso si la solución es por lo demás perfecta. Introducir esta política mejoró significativamente las calificaciones de los estudiantes, porque redujo significativamente el número de veces que enviaron algoritmos de programación dinámica incorrectos (o incoherentes).

¹⁹ Para más detalles sobre la historia y cultura de Nadiria, incluyendo imágenes de las varias denominaciones de Dream-Dollars, ver http://moneyart.biz/dd/.

²⁰ La ladera norte es más rápida, pero demasiado corta para un concurso interesante.

²¹ Si también permitiéramos movimiento hacia arriba, el juego resultante...

²² Con técnicas más avanzadas, creo que el tiempo de ejecución puede reducirse a O(n^(3/2) loglog n), pero no he trabajado los detalles.

²³ La reformulación de Sedgwick requiere que ningún hijo derecho sea rojo. Como sea. Andersson y Sedgwick son extrañamente silenciosos sobre si medir ángulos en sentido horario o antihorario, si Plutón es un planeta, si "rango menor" significa "mejor" o "peor", y si es mejor luchar contra cien caballos del tamaño de patos o un solo pato del tamaño de un caballo.

²⁴ Normalmente, los B-árboles están obligados a satisfacer dos restricciones adicionales, que garantizan un costo de búsqueda en el peor caso de O(log\_B n): Cada hoja debe tener exactamente la misma profundidad, y cada nodo excepto posiblemente la raíz debe contener al menos B/2 claves. Sin embargo, en este problema, no estamos interesados en optimizar el costo de búsqueda en el peor caso, sino más bien el costo total de una secuencia de búsquedas, así que no impondremos estas restricciones adicionales.

²⁵ P: ¿Por qué los profesores de ciencias de la computación piensan que los árboles tienen sus raíces en la parte superior? R: ¡Porque nunca han estado afuera!

**Nota:** Estas notas al pie han sido consolidadas de múltiples capítulos del libro "Algoritmos" de Jeff Erickson y traducidas al español. Cada nota mantiene su numeración original y contexto académico.

**Ejercicios**

**(c)** Supongamos que se nos da un árbol binario T cuyos nodos están etiquetados con números. Describe un algoritmo para encontrar el menor arraigado ordenado por búsqueda binaria más grande de T. Es decir, tu algoritmo debe devolver un menor arraigado M tal que cada nodo en M tenga como máximo dos hijos, y un recorrido inorden de M sea una subsecuencia creciente de un recorrido inorden de T.

**(d)** Recuerda que un árbol arraigado está ordenado si los hijos de cada nodo tienen un orden izquierda-derecha bien definido. Describe un algoritmo para encontrar el menor ordenado por búsqueda binaria más grande de un árbol ordenado arbitrario T cuyos nodos están etiquetados con números. Nuevamente, el orden izquierda-derecha de los nodos en M debe ser consistente con su orden en T.

**♥(e)** Describe un algoritmo para encontrar el menor común arraigado ordenado más grande de dos árboles arraigados etiquetados ordenados.

**♦♥(f)** Describe un algoritmo para encontrar el menor común arraigado no ordenado más grande de dos árboles arraigados etiquetados no ordenados. [Pista: Combina programación dinámica con flujos máximos.]

*El punto es, damas y caballeros, que la codicia es buena. La codicia funciona, la codicia es correcta. La codicia clarifica, corta y captura la esencia del espíritu evolutivo. La codicia en todas sus formas, codicia por la vida, el dinero, el amor, el conocimiento ha marcado el auge hacia arriba de la humanidad. Y la codicia—marca mis palabras—no solo salvará Teldar Paper sino la otra corporación mal funcionando llamada los EUA.* — Gordon Gekko [Michael Douglas], Wall Street (1987)

*Siempre hay una solución fácil para cada problema humano—ordenada, plausible y equivocada.* — H. L. Mencken, "The Divine Afflatus", New York Evening Mail (16 de noviembre de 1917)

**4. Algoritmos Greedy**

**4.1 Almacenando Archivos en Cinta**

Supongamos que tenemos un conjunto de n archivos que queremos almacenar en cinta magnética.¹ En el futuro, los usuarios querrán leer esos archivos de la cinta. Leer un archivo de cinta no es como leer un archivo del disco; primero tenemos que avanzar rápidamente pasando todos los otros archivos, y eso toma una cantidad significativa de tiempo. Sea L[1 .. n] un arreglo que lista las longitudes de cada archivo; específicamente, el archivo i tiene longitud L[i]. Si los archivos se almacenan en orden del 1 al n, entonces el costo de acceder al k-ésimo archivo es

costo(k) = Σᵢ₌₁ᵏ L[i].

¹ Los lectores que estén tentados a objetar que la cinta magnética ha sido obsoleta por décadas están cordialmente invitados a visitar su instalación de supercomputación más cercana; pregunta por ver los robots de cinta. Alternativamente, considera archivar una secuencia de libros en una estantería de biblioteca. Ya sabes, esos extraños objetos como ladrillos hechos de árboles muertos y tinta.

El costo refleja el hecho de que antes de leer el archivo k primero debemos escanear pasando todos los archivos anteriores en la cinta. Si asumimos por el momento que cada archivo es igualmente probable de ser accedido, entonces el costo esperado de buscar un archivo aleatorio es

E[costo] = Σₖ₌₁ⁿ costo(k)/n = (1/n) Σₖ₌₁ⁿ Σᵢ₌₁ᵏ L[i].

Si cambiamos el orden de los archivos en la cinta, cambiamos el costo de acceder a los archivos; algunos archivos se vuelven más caros de leer, pero otros se vuelven más baratos. Diferentes órdenes de archivos probablemente resulten en diferentes costos esperados. Específicamente, sea π(i) el índice del archivo almacenado en la posición i en la cinta. Entonces el costo esperado de la permutación π es

E[costo(π)] = (1/n) Σₖ₌₁ⁿ Σᵢ₌₁ᵏ L[π(i)].

¿Qué orden deberíamos usar si queremos que este costo esperado sea lo más pequeño posible? La respuesta parece intuitivamente clara: Ordenar los archivos por longitud creciente. ¡Pero la intuición es una bestia traicionera. La única manera de estar seguros de que este orden funciona es despegar y bombardear todo el sitio desde la órbita en realidad probar que funciona!

**Lema 4.1.** E[costo(π)] se minimiza cuando L[π(i)] ≤ L[π(i + 1)] para todo i.

**Demostración:** Supón que L[π(i)] > L[π(i + 1)] para algún índice i. Para simplificar la notación, sea a = π(i) y b = π(i + 1). Si intercambiamos los archivos a y b, entonces el costo de acceder a a aumenta por L[b], y el costo de acceder a b disminuye por L[a]. En general, el intercambio cambia el costo esperado por (L[b] − L[a])/n. Pero este cambio es una mejora, porque L[b] < L[a]. Por lo tanto, si los archivos están fuera de orden, podemos disminuir el costo esperado intercambiando algún par de archivos mal ordenados. □

Este es nuestro primer ejemplo de un algoritmo greedy correcto. Para minimizar el costo total esperado de acceder a los archivos, ponemos el archivo que es más barato de acceder primero, y luego escribimos recursivamente todo lo demás; sin retroceso, sin programación dinámica, solo hacer la mejor elección local y avanzar ciegamente. Si usamos un algoritmo de ordenamiento eficiente, el tiempo de ejecución es claramente O(n log n), más el tiempo requerido para escribir realmente los archivos. Para mostrar que el algoritmo greedy es realmente correcto, probamos que la salida de cualquier otro algoritmo puede ser mejorada por algún tipo de intercambio.

Generalicemos esta idea más. Supón que también se nos da un arreglo F[1 .. n] de frecuencias de acceso para cada archivo; el archivo i será accedido exactamente F[i] veces durante la vida útil de la cinta. Ahora el costo total de acceder a todos los archivos en la cinta es

Σcosto(π) = Σₖ₌₁ⁿ F[π(k)] · Σᵢ₌₁ᵏ L[π(i)] = Σₖ₌₁ⁿ Σᵢ₌₁ᵏ F[π(k)] · L[π(i)].

Como antes, reordenar los archivos puede cambiar este costo total. Entonces, ¿qué orden deberíamos usar si queremos que el costo total sea lo más pequeño posible? (Esta pregunta es similar en espíritu al problema del árbol de búsqueda binaria óptimo, pero la estructura de datos objetivo y la función de costo son ambas diferentes, así que el algoritmo debe ser diferente también.)

Ya probamos que si todas las frecuencias son iguales, deberíamos ordenar los archivos por tamaño creciente. Si las frecuencias son todas diferentes pero las longitudes de archivo L[i] son todas iguales, entonces intuitivamente, deberíamos ordenar los archivos por frecuencia de acceso decreciente, con el archivo más accedido primero. De hecho, esto no es difícil de probar (pista, pista) modificando la demostración del Lema 4.1. Pero ¿qué pasa si los tamaños y las frecuencias varían ambos? En este caso, deberíamos ordenar los archivos por la razón L/F.

**Lema 4.2.** Σcosto(π) se minimiza cuando L[π(i)]/F[π(i)] ≤ L[π(i + 1)]/F[π(i + 1)] para todo i.

**Demostración:** Supón que L[π(i)]/F[π(i)] > L[π(i + 1)]/F[π(i + 1)] para algún índice i. Para simplificar la notación, sea a = π(i) y b = π(i+1). Si intercambiamos los archivos a y b, entonces el costo de acceder a a aumenta por L[b], y el costo de acceder a b disminuye por L[a]. En general, el intercambio cambia el costo total por L[b]F[a] − L[a]F[b]. Pero este cambio es una mejora, porque

L[a]/F[a] > L[b]/F[b] ⟺ L[b]F[a] − L[a]F[b] < 0.

Por lo tanto, si dos archivos adyacentes cualesquiera están fuera de orden, podemos mejorar el costo total intercambiándolos. □

**4.2 Programación de Clases**

El siguiente ejemplo es ligeramente más complejo. Supón que decides abandonar las ciencias de la computación y cambiar tu especialidad a Caos Aplicado. El departamento de Caos Aplicado ofrece todas sus clases el mismo día cada semana, llamado "Día Sobrio" por los estudiantes (pero curiosamente, no por la facultad). Cada clase tiene una hora de inicio diferente y una hora de finalización diferente: AC 101 ("Arquitectura del Paisaje de Papel Higiénico") comienza a las 10:27pm y termina a las 11:51pm; AC 666 ("Inmanentizando el Escatón") comienza a las 4:18pm y termina a las 4:22pm, y así sucesivamente.

En interés de graduarse lo más rápido posible, quieres registrarte para tantas clases como sea posible. (Las clases de Caos Aplicado no requieren trabajo real.) La computadora de registro de la universidad no te permite registrarte para clases que se superpongan, y nadie en el departamento sabe cómo anular esta "característica". ¿Qué clases deberías tomar?

Más formalmente, supón que se te dan dos arreglos S[1 .. n] y F[1 .. n] listando las horas de inicio y finalización de cada clase; para ser concretos, podemos asumir que 0 ≤ S[i] < F[i] ≤ M para cada i, para algún valor M (por ejemplo, el número de picosegundos en el Día Sobrio). Tu tarea es elegir el subconjunto más grande posible X ∈ {1, 2, . . . , n} tal que para cualquier par i, j ∈ X, ya sea S[i] > F[j] o S[j] > F[i].

Podemos ilustrar el problema dibujando cada clase como un rectángulo cuyas coordenadas x izquierda y derecha muestran las horas de inicio y finalización. El objetivo es encontrar el subconjunto más grande de rectángulos que no se superpongan verticalmente.

**Figura 4.1.** Un horario libre de conflictos máximo para un conjunto de clases.

Este problema tiene una solución recursiva bastante simple, basada en la observación de que o tomas la clase 1 o no la tomas. Sea B el conjunto de clases que terminan antes de que la clase 1 comience, y sea A el conjunto de clases que comienzan después de que la clase 1 termine:

B := {i | 2 ≤ i ≤ n y F[i] < S[1]} A := {i | 2 ≤ i ≤ n y S[i] > F[1]}

Si la clase 1 está en el horario óptimo, entonces también lo están los horarios óptimos para B y A, que podemos encontrar recursivamente. Si no, podemos encontrar el horario óptimo para {2, 3, . . . , n} recursivamente. Así que deberíamos probar ambas elecciones y tomar la que dé el mejor horario. Evaluar este algoritmo recursivo de abajo hacia arriba nos da un algoritmo de programación dinámica que ejecuta en tiempo O(n³). No me molestaré en repasar los detalles, porque podemos hacerlo mejor.²

Intuitivamente, nos gustaría que la primera clase termine lo más temprano posible, porque eso nos deja con el mayor número de clases restantes. Esta intuición sugiere el siguiente algoritmo greedy simple. Escanea a través de las clases en orden de tiempo de finalización; cuando encuentres una clase que no conflicte con tu última clase hasta ahora, ¡tómala! Ve la Figura 4.2 para una visualización del horario greedy resultante.

Podemos escribir el algoritmo greedy algo más formalmente como se muestra en la Figura 4.3. (Esperemos que la primera línea sea comprensible.) Después del ordenamiento inicial, el algoritmo es un bucle lineal simple, así que todo el algoritmo ejecuta en tiempo O(n log n).

² Pero aún deberías trabajar los detalles tú mismo. El algoritmo de programación dinámica puede usarse para encontrar el "mejor" horario para varias definiciones diferentes de "mejor", pero el algoritmo greedy que estoy describiendo aquí solo funciona cuando "mejor" significa "más grande". También, puedes mejorar el tiempo de ejecución a O(n²) usando una recurrencia diferente.

**Figura 4.2.** Las mismas clases ordenadas por tiempos de finalización y el horario greedy.

**GreedySchedule(S[1 .. n], F[1 .. n]):**

ordenar F y permutar S para que coincida

count ← 1

X[count] ← 1

for i ← 2 to n

if S[i] > F[X[count]]

count ← count + 1

X[count] ← i

return X[1 ..count]

**Figura 4.3.** Un algoritmo greedy para encontrar un conjunto máximo de clases que no se superpongan

Para probar que GreedySchedule realmente calcula el horario libre de conflictos más grande, usamos un argumento de intercambio, similar al que usamos para el ordenamiento de cintas. No estamos afirmando que el horario greedy es el único horario máximo; podría haber otros. (¡Compara las Figuras 4.1 y 4.2!) Todo lo que podemos afirmar es que al menos uno de los horarios óptimos es el producido por el algoritmo greedy.

**Lema 4.3.** Al menos un horario libre de conflictos máximo incluye la clase que termina primero.

**Demostración:** Sea f la clase que termina primero. Supón que tenemos un horario libre de conflictos máximo X que no incluye f. Sea g la primera clase en X que termina. Dado que f termina antes que g, f no puede entrar en conflicto con ninguna clase en el conjunto X \ {g}. Por lo tanto, el horario X' = X ∪ {f} \ {g} también está libre de conflictos. Dado que X' tiene el mismo tamaño que X, también es máximo. □

Para terminar la demostración, llamamos a nuestro viejo amigo la inducción.

**Teorema 4.4.** El horario greedy es un horario óptimo.

**Demostración:** Sea f la clase que termina primero, y sea A el subconjunto de clases que comienzan después de que f termine. El lema anterior implica que algún horario óptimo contiene f, así que el mejor horario que contiene f es un horario óptimo. El mejor horario que incluye f debe contener un horario óptimo para las clases que no entran en conflicto con f, es decir, un horario óptimo para A. El algoritmo greedy elige f y luego, por la hipótesis inductiva, calcula un horario óptimo de clases de A. □

La demostración podría ser más fácil de entender si desenrollamos la inducción ligeramente.

**Demostración:** Sea ⟨g₁, g₂, . . . , gₖ⟩ la secuencia de clases elegidas por el algoritmo greedy, ordenadas por hora de inicio. Supón que tenemos un horario libre de conflictos máximo

S = ⟨g₁, g₂, . . . , gⱼ₋₁, cⱼ, cⱼ₊₁, . . . , cₘ⟩,

nuevamente ordenado por hora de inicio, donde cⱼ es diferente de la clase gⱼ elegida por el algoritmo greedy. (Podríamos tener j = 1, en cuyo caso este horario comienza con una elección no greedy c₁.) Por construcción, la j-ésima elección greedy gⱼ no entra en conflicto con ninguna clase anterior g₁, g₂, . . . , gⱼ₋₁, y porque nuestro horario S está libre de conflictos, tampoco lo hace cⱼ. Además, gⱼ tiene el tiempo de finalización más temprano entre todas las clases que no entran en conflicto con las clases anteriores; en particular, gⱼ termina antes que cⱼ. Se sigue que gⱼ no entra en conflicto con ninguna de las clases posteriores cⱼ₊₁, . . . , cₘ. Por lo tanto, el horario modificado

S' = ⟨g₁, g₂, . . . , gⱼ₋₁, gⱼ, cⱼ₊₁, . . . , cₘ⟩,

también está libre de conflictos. (Este argumento es una generalización directa del Lema 4.3, que considera el caso j = 1.)

Por inducción, ahora se sigue que hay un horario óptimo ⟨g₁, g₂, . . . , gₖ, cₖ₊₁, . . . , cₘ⟩ que incluye cada clase elegida por el algoritmo greedy. Pero esto es imposible a menos que k = m; si alguna clase cₖ₊₁ no entra en conflicto con ninguna de las primeras k clases greedy, ¡entonces el algoritmo greedy elegiría más de k clases! □

**4.3 Patrón General**

La estructura básica de esta demostración de corrección es exactamente la misma que para el problema de ordenamiento de cintas: un argumento de intercambio inductivo.

• Asumir que hay una solución óptima que es diferente de la solución greedy. • Encontrar la "primera" diferencia entre las dos soluciones. • Argumentar que podemos intercambiar la elección óptima por la elección greedy sin empeorar la solución (aunque el intercambio podría no mejorarla).

Este argumento implica por inducción que alguna solución óptima contiene toda la solución greedy, y por lo tanto es igual a la solución greedy. A veces, como en el problema de programación, se requiere un paso adicional para mostrar que ninguna solución óptima mejora estrictamente la solución greedy.

**4.4 Códigos de Huffman**

Un código binario asigna una cadena de 0s y 1s a cada carácter en el alfabeto. Un código binario es libre de prefijos si ningún código es un prefijo de cualquier otro. (Confusamente, los códigos libres de prefijos también se llaman comúnmente códigos de prefijos.) ASCII de 7 bits y UTF-8 de Unicode son ambos códigos binarios libres de prefijos. El código Morse es un código binario con símbolos • y —, pero no es libre de prefijos, porque el código para E (•) es un prefijo de los códigos para I (••), S (•••), y H (••••).³

Cualquier código binario libre de prefijos puede visualizarse como un árbol binario con los caracteres codificados almacenados en las hojas. La palabra código para cualquier símbolo está dada por el camino desde la raíz hasta la hoja correspondiente; 0 para izquierda, 1 para derecha. Por lo tanto, la longitud de la palabra código de cualquier símbolo es la profundidad de la hoja correspondiente en el árbol de código. Aunque son superficialmente similares, los árboles de código binario no son árboles de búsqueda binaria; no nos importa en absoluto el orden de los símbolos en las hojas.

Supón que queremos codificar un mensaje escrito en un alfabeto de n caracteres para que el mensaje codificado sea lo más corto posible. Específicamente, dado un arreglo de conteos de frecuencia f[1 .. n], queremos calcular un código binario libre de prefijos que minimice la longitud total codificada del mensaje:

Σᵢ₌₁ⁿ f[i] · profundidad(i).

Esta es exactamente la misma función de costo que consideramos para optimizar árboles de búsqueda binaria, pero el problema de optimización es diferente, porque los árboles de código no están requeridos a mantener las claves en ningún orden particular.

³ Por esta razón, el código Morse puede describirse mejor como un código ternario libre de prefijos, con tres símbolos: •, —, y pausa. Alternativamente, el código Morse puede considerarse un código binario libre de prefijos, con un tiempo de sonido/luz/corriente/alto voltaje/humo/gas () y un tiempo de silencio/oscuridad/tierra/bajo voltaje/aire/líquido () como los dos símbolos. Entonces cada "dit" se codifica como , cada "dah" como , y cada pausa como . En el código Morse estándar, cada letra va seguida de una pausa, y cada palabra va seguida de dos pausas adicionales; sin embargo, las al final de todo el mensaje codificado se omiten. Por ejemplo, la cadena "MORSE CODE" se codifica sin ambigüedad como la siguiente cadena de bits: .

En 1951, como estudiante de doctorado en MIT, David Huffman desarrolló el siguiente algoritmo greedy para producir tal código óptimo:⁴

**Huffman:** Fusionar las dos letras menos frecuentes y recurrir.

El algoritmo de Huffman se ilustra mejor a través de un ejemplo. Supón que queremos codificar la siguiente oración útilmente auto-descriptiva, descubierta por Lee Sallows:⁵

*Esta oración contiene tres a's, tres c's, dos d's, veintiséis e's, cinco f's, tres g's, ocho h's, trece i's, dos l's, dieciséis n's, nueve o's, seis r's, veintisiete s's, veintidós t's, dos u's, cinco v's, ocho w's, cuatro x's, cinco y's, y solo una z.*

Para mantener las cosas simples, ignoremos los cuarenta y cuatro espacios, diecinueve apóstrofes, diecinueve comas, tres guiones, y solo un punto, y codifiquemos solo las letras, como si el mensaje estuviera escrito en scriptio continua:

THISSENTENCECONTAINSTHREEASTHREECSTWODSTWENTYSIXESFIVEFST HREEGSEIGHTHSTHIRTEENISTWOLSSIXTEENNSNINEOSSIXRSTWENTYSEV ENSSTWENTYTWOTSTWOUSFIVEVSEIGHTWSFOURXSFIVEYSANDONLYONEZ⁶

Aquí está la tabla de frecuencias para la oración de Sallows:

| **A** | **C** | **D** | **E** | **F** | **G** | **H** | **I** | **L** | **N** | **O** | **R** | **S** | **T** | **U** | **V** | **W** | **X** | **Y** | **Z** |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 3 | 3 | 2 | 26 | 5 | 3 | 8 | 13 | 2 | 16 | 9 | 6 | 27 | 22 | 2 | 5 | 8 | 4 | 5 | 1 |

El algoritmo de Huffman escoge las dos letras menos frecuentes, rompiendo empates arbitrariamente—en este caso, digamos, Z y D—y las fusiona en un solo carácter nuevo DZ con frecuencia 3. Este nuevo carácter se convierte en un nodo interno en el árbol de código que estamos construyendo, con Z y D como sus hijos; no importa cuál hijo es cuál. El algoritmo entonces construye recursivamente un código de Huffman para la nueva tabla de frecuencias:

| **A** | **C** | **E** | **F** | **G** | **H** | **I** | **L** | **N** | **O** | **R** | **S** | **T** | **U** | **V** | **W** | **X** | **Y** | **DZ** |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 3 | 3 | 26 | 5 | 3 | 8 | 13 | 2 | 16 | 9 | 6 | 27 | 22 | 2 | 5 | 8 | 4 | 5 | 3 |

Después de 19 fusiones, todas las 20 letras han sido fusionadas. El registro de fusiones nos da nuestro árbol de código. El algoritmo hace un número de elecciones arbitrarias; como resultado, hay realmente varios códigos de Huffman diferentes. Un tal código de Huffman se muestra abajo; los números en nodos no-hoja son frecuencias para caracteres fusionados. Por ejemplo, el código para A es 101000, y el código para S es 111.

**[Referencia a Figura del árbol de Huffman]**

Codificar la oración de Sallows con este código de Huffman particular produciría una cadena de bits que comienza así:

100 0110 1011 111 111 110 010 100 110 010 101001 110 101001 0001 010 100 ··· T H I S S E N T E N C E C O N T

Aquí está la lista de costos para codificar cada carácter en la oración de Sallows, junto con la contribución de ese carácter a la longitud total de la oración codificada:

| **carácter** | **A** | **C** | **D** | **E** | **F** | **G** | **H** | **I** | **L** | **N** | **O** | **R** | **S** | **T** | **U** | **V** | **W** | **X** | **Y** | **Z** |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| freq | 3 | 3 | 2 | 26 | 5 | 3 | 8 | 13 | 2 | 16 | 9 | 6 | 27 | 22 | 2 | 5 | 8 | 4 | 5 | 1 |
| profundidad | 6 | 6 | 7 | 3 | 5 | 6 | 4 | 4 | 6 | 3 | 4 | 5 | 3 | 3 | 6 | 5 | 4 | 5 | 5 | 7 |
| total | 18 | 18 | 14 | 78 | 25 | 18 | 32 | 52 | 12 | 48 | 36 | 30 | 81 | 66 | 12 | 25 | 32 | 20 | 25 | 7 |

En total, el mensaje codificado tiene 649 bits de longitud. Diferentes códigos de Huffman codifican los mismos caracteres de manera diferente, posiblemente con palabras código de longitud diferente, pero la longitud total del mensaje codificado es la misma para cada código de Huffman: 649 bits.

Dada la estructura simple del algoritmo de Huffman, es bastante sorprendente que produzca un código binario libre de prefijos óptimo.⁷ ¡Codificar la oración de Sallows usando cualquier código libre de prefijos requiere al menos 649 bits! Afortunadamente, la estructura recursiva hace que esta afirmación sea fácil de probar usando un argumento de intercambio, similar a nuestras demostraciones de optimalidad anteriores. Comenzamos probando que la primera elección del algoritmo es correcta.

**Lema 4.5.** Sean x e y los dos caracteres menos frecuentes (rompiendo empates entre caracteres igualmente frecuentes arbitrariamente). Hay un árbol de código óptimo en el que x e y son hermanos.

**Demostración:** Realmente probaré una declaración más fuerte: Hay un código óptimo en el que x e y son hermanos y tienen la mayor profundidad de cualquier hoja.

Sea T un árbol de código óptimo, y supón que este árbol tiene profundidad d. Porque T es un árbol binario completo, tiene al menos dos hojas a profundidad d que son hermanas. (¡Verifica esta afirmación por inducción!) Supón que esas dos hojas no son x e y, sino algunos otros caracteres a y b.

Sea T' el árbol de código obtenido intercambiando x y a, y sea Δ = d − profundidadₜ(x). Este intercambio aumenta la profundidad de x por Δ y disminuye la profundidad de a por Δ, así que

costo(T') = costo(T) + Δ · (f[x] − f[a]).

Nuestra suposición de que x es uno de los dos caracteres menos frecuentes pero a no lo es implica f[x] ≤ f[a], y nuestra suposición de que a tiene profundidad máxima implica Δ ≥ 0. Se sigue que costo(T') ≤ costo(T). Por otro lado, T es un árbol de código óptimo, así que también debemos tener costo(T') ≥ costo(T). Concluimos que T' también es un árbol de código óptimo.

Similarmente, intercambiar y y b debe dar otro árbol de código óptimo. En este árbol de código óptimo final, x e y son hermanos de profundidad máxima, como se requiere. □

Ahora la optimalidad está garantizada por nuestro querido amigo ¡el Hada de la Recursión! Nuestro argumento recursivo se basa en la siguiente definición recursiva no estándar: Un árbol binario completo es ya sea un solo nodo, o un árbol binario completo donde alguna hoja ha sido reemplazada por un nodo interno con dos hijos hoja.

**Teorema 4.6.** Cada código de Huffman es un código binario libre de prefijos óptimo.

**Demostración:** Si el mensaje tiene solo uno o dos caracteres distintos, el teorema es trivial, así que asume lo contrario.

Sean f[1 .. n] las frecuencias de entrada originales, y asume sin pérdida de generalidad que f[1] y f[2] son las dos frecuencias más pequeñas. Para establecer el subproblema recursivo, define f[n + 1] = f[1] + f[2]. Nuestro argumento de intercambio anterior implica que 1 y 2 son hermanos (más profundos) en algún código óptimo para f[1 .. n].

Sea T' el árbol de Huffman para f[3 .. n+1]; la hipótesis inductiva implica que T' es un árbol de código óptimo para el conjunto más pequeño de frecuencias. Para obtener el árbol de código final T, reemplazamos la hoja etiquetada n + 1 con un nodo interno con dos hijos, etiquetados 1 y 2. Afirmo que T es óptimo para el arreglo de frecuencias original f[1 .. n].

Para probar esta afirmación, podemos expresar el costo de T en términos del costo de T' como sigue. (En estas ecuaciones, profundidad(i) denota la profundidad de la hoja etiquetada i en ya sea T o T'; cada hoja que aparece en ambos T y T' tiene la misma profundidad en ambos árboles.)

costo(T) = Σᵢ₌₁ⁿ f[i] · profundidad(i) = Σᵢ₌₃ⁿ⁺¹ f[i] · profundidad(i) + f[1] · profundidad(1) + f[2] · profundidad(2) − f[n + 1] · profundidad(n + 1) = costo(T') + (f[1] + f[2]) · profundidadₜ − f[n + 1] · (profundidadₜ − 1) = costo(T') + f[1] + f[2] + (f[1] + f[2] − f[n + 1]) · (profundidadₜ − 1) = costo(T') + f[1] + f[2]

Esta ecuación implica que minimizar el costo de T es equivalente a minimizar el costo de T'; en particular, adjuntar hojas etiquetadas 1 y 2 a la hoja en T' etiquetada n + 1 da un árbol de código óptimo para las frecuencias originales. □

Para construir eficientemente un código de Huffman, mantenemos los caracteres en una cola de prioridad, usando las frecuencias de caracteres como prioridades. Podemos representar el árbol de código como tres arreglos de índices, listando los hijos Izquierdo y Derecho y el Padre de cada nodo. Las hojas del árbol de código final son nodos en los índices 1 hasta n, y la raíz es el nodo con índice 2n − 1. El pseudocódigo para el algoritmo se muestra en la Figura 4.4. BuildHuffman realiza O(n) operaciones de cola de prioridad: exactamente 2n − 1 Inserts y 2n − 2 ExtractMins. Si implementamos la cola de prioridad como un heap binario estándar, cada una de estas operaciones requiere tiempo O(log n), y por lo tanto todo el algoritmo ejecuta en tiempo O(n log n).

**BuildHuffman(f[1 .. n]):**

for i ← 1 to n

L[i] ← 0; R[i] ← 0

Insert(i, f[i])

for i ← n to 2n − 1

x ← ExtractMin() ⟨⟨encuentra dos símbolos más raros⟩⟩

y ← ExtractMin()

f[i] ← f[x] + f[y] ⟨⟨fusiona en un nuevo símbolo⟩⟩

Insert(i, f[i])

L[i] ← x; P[x] ← i ⟨⟨actualiza punteros del árbol⟩⟩

R[i] ← y; P[y] ← i

P[2n − 1] ← 0

**Figura 4.4.** Construyendo un código de Huffman.

Finalmente, algoritmos simples para codificar y decodificar mensajes usando un código de Huffman fijo se muestran en la Figura 4.5; ambos algoritmos ejecutan en tiempo O(m), donde m es la longitud del mensaje codificado.

**HuffmanEncode(A[1 .. k]):**

m ← 1

for i ← 1 to k

HuffmanEncodeOne(A[i])

HuffmanEncodeOne(x):

if x < 2n − 1

HuffmanEncodeOne(P[x])

if x = L[P[x]]

B[m] ← 0

else

B[m] ← 1

m ← m + 1

**HuffmanDecode(B[1 .. m]):**

k ← 1

v ← 2n − 1

for i ← 1 to m

if B[i] = 0

v ← L[v]

else

v ← R[v]

if L[v] = 0

A[k] ← v

k ← k + 1

v ← 2n − 1

**Figura 4.5.** Algoritmos de codificación y decodificación para códigos de Huffman

**4.5 Emparejamiento Estable**

Cada año, miles de nuevos doctores deben obtener internados en hospitales alrededor de Estados Unidos. Durante la primera mitad del siglo XX, la competencia entre hospitales por los mejores doctores llevó a ofertas cada vez más tempranas de internados, a veces tan temprano como el segundo año de la escuela de medicina, junto con plazos más estrictos para la aceptación. En los 1940s, las escuelas de medicina acordaron no liberar información hasta una fecha común durante el cuarto año de sus estudiantes. En respuesta, los hospitales comenzaron a exigir decisiones más rápidas. Para 1950, los hospitales regularmente llamarían a doctores, les ofrecerían internados, y exigirían respuestas inmediatas. Los internos fueron forzados a apostar si su hospital de tercera opción llamaba primero—aceptar y arriesgar perder una mejor oportunidad más tarde, o rechazar y arriesgar no tener posición alguna.⁸

⁸ El mercado laboral académico estadounidense involucra apuestas similares, al menos en ciencias de la computación. Algunos departamentos comienzan a hacer ofertas en febrero con plazos de decisión de dos semanas; otros departamentos ni siquiera comienzan a entrevistar hasta marzo; MIT notoriamente espera hasta mayo, cuando todas las entrevistas han terminado, antes de hacer cualquier oferta de facultad. Innecesario decir, la mezcla de fechas de ofertas y plazos de decisión causa tremendo estrés, tanto para candidatos como para departamentos. Por razones similares, desde 1965, la mayoría de las universidades estadounidenses han acordado una fecha límite común del 15 de abril para que estudiantes graduados prospectivos acepten ofertas de apoyo financiero (y por extensión, ofertas de admisión).

Finalmente, una cámara de compensación central para asignaciones de internado, ahora llamada el Programa Nacional de Emparejamiento de Residentes (NRMP), se estableció a principios de los 1950s. Cada año, los doctores envían una lista clasificada de todos los hospitales donde aceptarían un internado, y cada hospital envía una lista clasificada de doctores que aceptarían como internos. El NRMP entonces calcula un emparejamiento entre doctores y hospitales que satisface el siguiente requisito de estabilidad. Un emparejamiento es inestable si hay un doctor α y hospital B que estarían ambos más felices el uno con el otro que con su emparejamiento actual; es decir,

• α está emparejado con algún otro hospital A, aunque ella prefiere B. • B está emparejado con algún otro doctor β, aunque ellos prefieren α.

En este caso, llamamos (α, B) un par inestable para el emparejamiento. El objetivo del Emparejamiento de Residentes es un emparejamiento estable, que es un emparejamiento sin pares inestables.

Para simplicidad, asumiré de ahora en adelante que hay exactamente el mismo número de doctores y hospitales; cada hospital ofrece exactamente un internado; cada doctor clasifica todos los hospitales y viceversa; y finalmente, no hay empates en las clasificaciones de los doctores o hospitales.⁹

**Algunas Ideas Malas**

A primera vista, ¡ni siquiera está claro que un emparejamiento estable siempre exista! Ciertamente no todo emparejamiento de doctores y hospitales es estable. Supón que hay tres doctores (Dr. Quincy, Dr. Rotwang, Dr. Shephard, representados por letras minúsculas) y tres hospitales (Arkham Asylum, Bethlem Royal Hospital, y County General Hospital, representados por letras mayúsculas), que se clasifican entre sí como sigue:

q r s A B C

A C A r s q

C A B q q r

B B C s r s

El emparejamiento {Aq, Br, Cs} es inestable, porque Arkham preferiría contratar al Dr. Rotwang que al Dr. Quincy, y Dr. Rotwang preferiría trabajar en Arkham que en Bedlam. (A,r) es un par inestable para este emparejamiento.

Uno podría imaginar usar un algoritmo incremental que comience con un emparejamiento arbitrario, y luego greedily realice intercambios para resolver inestabilidades. Desafortunadamente, resolver una inestabilidad puede crear nuevas; de hecho, esta "mejora" incremental puede llevar a un bucle infinito. Por ejemplo, si comenzamos con nuestro emparejamiento inestable anterior {Aq, Br, Cs}, cada uno de los siguientes intercambios resuelve un par inestable (indicado sobre la flecha), pero la secuencia de intercambios lleva de vuelta al emparejamiento original:¹⁰

{Aq, Br, Cs} --Ar--> {Ar, Bq, Cs} --Cr--> {As, Bq, Cr} --Cq--> {As, Br, Cq} --Aq--> {Aq, Br, Cs}

Alternativamente, podríamos probar el siguiente protocolo greedy multi-ronda. En cada ronda, cada hospital no emparejado hace una oferta a su doctor favorito no emparejado, luego cada doctor no emparejado con una oferta acepta su oferta favorita. No es difícil probar que al menos un nuevo par doctor-hospital se empareja en cada ronda, así que el algoritmo siempre termina con un emparejamiento. Para el ejemplo de entrada anterior, ¡ya tenemos un emparejamiento estable {Ar, Bs, Cq} al final de la primera ronda! Pero considera la siguiente entrada en su lugar:

q r s A B C

C A A q q s

B C B s r r

A B C r s q

En la primera ronda, Dr. Shephard acepta una oferta de County, y Dr. Quincy acepta una oferta de Bedlam (rechazando la oferta de Arkham), dejando solo Dr. Rotwang y Arkham sin emparejar. Por lo tanto, el protocolo termina con el emparejamiento {Ar, Bq, Cs} después de dos rondas. Desafortunadamente, este emparejamiento es inestable; Arkham y Dr. Shephard se prefieren mutuamente a sus emparejamientos.

**Los Algoritmos Boston Pool y Gale-Shapley**

En 1952, el NRMP adoptó el algoritmo "Boston Pool" para asignar internos, así llamado porque había sido usado previamente por una cámara de compensación regional en el área de Boston. Diez años después, David Gale y Lloyd Shapley describieron y analizaron formalmente una generalización del algoritmo Boston Pool y probaron que calcula un emparejamiento estable. Gale y Shapley usaron la metáfora de admisiones universitarias. Esencialmente el mismo algoritmo fue desarrollado independientemente por Elliott Peranson en 1972 para uso en admisiones de escuelas de medicina. Algoritmos similares han sido adoptados desde entonces para muchos otros mercados de emparejamiento, incluyendo contratación de facultad en Francia, contratación de PhDs en economía nuevos en Estados Unidos, admisión universitaria en Alemania, admisión de escuelas públicas en Nueva York y Boston, asignaciones de camarotes para marineros de la Marina de EE.UU., y programas de emparejamiento de riñones.

Shapley fue galardonado con el Premio Nobel de Economía 2012 por su investigación sobre emparejamientos estables, junto con Alvin Roth, quien extendió significativamente el trabajo de Shapley y lo usó para desarrollar varios intercambios del mundo real. (Gale no compartió el premio, porque murió en 2008.)

Como nuestro último algoritmo greedy fallido, el algoritmo Gale-Shapley procede en rondas hasta que cada posición ha sido aceptada. Cada ronda tiene dos etapas:

1. Un hospital A no emparejado arbitrario ofrece su posición al mejor doctor α (según la lista de preferencias de A) que no lo ha rechazado ya.
2. Si α no está emparejado, ella (tentativamente) acepta la oferta de A. Si α ya tiene un emparejamiento pero prefiere A, ella rechaza su emparejamiento actual y (tentativamente) acepta la nueva oferta de A. De lo contrario, α rechaza la nueva oferta.

Cada doctor finalmente acepta la mejor oferta que recibe, según su lista de preferencias.¹¹ En resumen, los hospitales hacen ofertas greedily, y los doctores aceptan ofertas greedily. La capacidad de los doctores de rechazar sus emparejamientos actuales en favor de mejores ofertas es la clave para hacer que esta estrategia greedy mutua funcione.

Por ejemplo, supón que hay cuatro doctores (Dr. Quincy, Dr. Rotwang, Dr. Shephard, y Dr. Tam) y cuatro hospitales (Arkham Asylum, Bethlem Royal Hospital, County General Hospital, y The Dharma Initiative), que se clasifican entre sí como sigue:

q r s t A B C D

A A B D t r t s

B D A B s t r r

C C C C r q s q

D B D A q s q t

Dadas estas listas de preferencias como entrada, el algoritmo Gale-Shapley podría proceder como sigue:

1. Arkham hace una oferta a Dr. Tam.
2. Bedlam hace una oferta a Dr. Rotwang.
3. County hace una oferta a Dr. Tam, quien rechaza su oferta anterior de Arkham.
4. Dharma hace una oferta a Dr. Shephard. (De este punto en adelante, hay solo un hospital no emparejado, así que el algoritmo no tiene más elecciones.)
5. Arkham hace una oferta a Dr. Shephard, quien rechaza su oferta anterior de Dharma.
6. Dharma hace una oferta a Dr. Rotwang, quien rechaza su oferta anterior de Bedlam.
7. Bedlam hace una oferta a Dr. Tam, quien rechaza su oferta anterior de County.
8. County hace una oferta a Dr. Rotwang, quien la rechaza.
9. County hace una oferta a Dr. Shephard, quien la rechaza.
10. County hace una oferta a Dr. Quincy.

Después de la décima ronda, todas las ofertas pendientes son aceptadas, y el algoritmo devuelve el emparejamiento {As, Bt, Cq, Dr}. Puedes (y debes) verificar por fuerza bruta que este emparejamiento es estable, aunque ningún doctor fue contratado por su hospital favorito, y ningún hospital contrató a su doctor favorito; de hecho, County terminó contratando a su doctor menos favorito. Este no es el único emparejamiento estable para estas listas de preferencias; el emparejamiento {Ar, Bs, Cq, Dt} también es estable.

**Tiempo de Ejecución**

Analizar el número de ofertas realizadas por el algoritmo es relativamente directo (razón por la cual lo estamos haciendo primero). Cada hospital hace una oferta a cada doctor como máximo una vez, así que el algoritmo hace como máximo n² ofertas.

Para analizar el tiempo de ejecución real, sin embargo, necesitamos especificar el algoritmo en más detalle. ¿Cómo se dan las listas de preferencias al algoritmo? ¿Cómo decide el algoritmo si algún hospital está no emparejado, y si es así, cómo encuentra un hospital no emparejado? ¿Cómo almacena el algoritmo los emparejamientos tentativos? ¿Cómo decide el algoritmo si un doctor prefiere su nueva oferta a su emparejamiento actual? Más fundamentalmente: ¿Cómo representa realmente el algoritmo doctores y hospitales?

Una posibilidad es representar cada doctor y hospital por un entero único entre 1 y n, y representar preferencias como dos arreglos Dpref[1 .. n, 1 .. n] y Hpref[1 .. n, 1 .. n], donde Dpref[i,r] representa el r-ésimo hospital en la lista de preferencias del doctor i, y HPref[j,r] representa el r-ésimo doctor en la lista de preferencias del hospital j. Con la entrada en esta forma, el algoritmo Boston Pool puede ejecutar cada oferta en tiempo constante, después de algún preprocesamiento inicial; la implementación general ejecuta en tiempo O(n²). Dejamos los detalles restantes como un ejercicio directo.

Un ejercicio algo más difícil es probar que hay entradas (y elecciones de quién hace ofertas cuándo) que fuerzan Ω(n²) ofertas antes de que el algoritmo se detenga. Por lo tanto, nuestro límite superior O(n²) en el tiempo de ejecución del peor caso es ajustado.

**Corrección**

Pero ¿por qué es correcto el algoritmo en absoluto? ¿Cómo sabemos que siempre calcula un emparejamiento estable, o cualquier emparejamiento completo para el caso?

Una vez que un doctor recibe una oferta, ella tiene al menos un emparejamiento tentativo por el resto del tiempo. Equivalentemente, si algún doctor está no emparejado, entonces ningún hospital ha ofrecido a ese doctor un trabajo, lo que implica que los hospitales no han agotado sus listas de preferencias. Se sigue que cuando el algoritmo termina (después de como máximo n² rondas), cada doctor está emparejado, y por lo tanto cada posición está llena. En otras palabras, el algoritmo siempre calcula un emparejamiento perfecto entre doctores y hospitales. (¡Uf!) Solo queda probar que el emparejamiento resultante es estable.

Supón que el algoritmo empareja algún doctor α a algún hospital A, aunque ella prefiere otro hospital B. Porque cada doctor acepta la mejor oferta que recibe, α no recibió oferta que le gustara más que A; en particular, B nunca hizo una oferta a α. Por otro lado, B hizo ofertas a cada doctor que ellos prefieren sobre su emparejamiento final β. Se sigue que B prefiere β sobre α, lo que significa que (α, B) no es un par inestable. Concluimos que no hay pares inestables; ¡el emparejamiento es estable!

**¡Optimalidad!**

Sorprendentemente, la corrección del algoritmo Gale-Shapley no depende de qué hospital hace su oferta en cada ronda. De hecho, no importa qué hospital no asignado haga una oferta en cada ronda, ¡el algoritmo siempre calcula el mismo emparejamiento! Digamos que α es un doctor factible para A si hay un emparejamiento estable que asigna al doctor α al hospital A.

**Lema 4.7.** Durante el algoritmo Gale-Shapley, cada hospital A es rechazado solo por doctores que son no factibles para A.

**Demostración:** Probamos el lema por inducción en el número de rondas. Considera una ronda arbitraria del algoritmo, en la cual el doctor α rechaza un hospital A por otro hospital B. El rechazo implica que α prefiere B a A. Cada doctor que aparece más alto que α en la lista de preferencias de B ya rechazó a B en una ronda anterior y por lo tanto, por la hipótesis inductiva, es no factible para B.

Ahora considera un emparejamiento arbitrario (de los mismos doctores y hospitales) que asigna α a A. Ya establecimos que α prefiere B a A. Si B prefiere α a su pareja, el emparejamiento es inestable. Por otro lado, si B prefiere su pareja a α, entonces (por nuestro argumento anterior) su pareja es no factible, y nuevamente el emparejamiento es inestable. Concluimos que no hay emparejamiento estable que asigne α a A. □

Ahora sea mejor(A) el doctor clasificado más alto factible en la lista de preferencias de A. El Lema 4.7 implica que cada doctor que A prefiere a su emparejamiento final es no factible para A. Por otro lado, el emparejamiento final es estable, así que el doctor asignado a A debe ser factible para A. El siguiente resultado es ahora inmediato:

**Corolario 4.8.** El algoritmo Gale-Shapley empareja mejor(A) con A, para cada hospital A.

En otras palabras, el algoritmo Gale-Shapley calcula el mejor emparejamiento estable posible desde el punto de vista de los hospitales. ¡Resulta que este emparejamiento también es el peor posible desde el punto de vista de los doctores! Sea peor(α) el hospital clasificado más bajo factible en la lista de preferencias del doctor α.

**Corolario 4.9.** El algoritmo Gale-Shapley empareja α con peor(α), para cada doctor α.

**Demostración:** Supón que Gale y Shapley asignan al doctor α al hospital A; necesitamos mostrar que A = peor(α). Considera un emparejamiento estable arbitrario donde A no está emparejado con α sino con otro doctor β. El corolario anterior implica que A prefiere α = mejor(A) a β. Porque el emparejamiento es estable, α debe por lo tanto preferir su hospital asignado a A. Este argumento funciona para cualquier emparejamiento estable, así que α prefiere cada otro emparejamiento factible a A; en otras palabras, A = peor(α). □

Una consecuencia sutil de estos dos corolarios, descubierta por Lester Dubins y David Freedman en 1981, es que un doctor puede potencialmente mejorar su emparejamiento mintiendo sobre sus preferencias, pero un hospital no puede. (Sin embargo, un conjunto de hospitales puede conspirar para que algunos de sus emparejamientos mejoren.) Parcialmente por esta razón, el Programa Nacional de Emparejamiento de Residencias revirtió su algoritmo de emparejamiento en 1998, para que residentes potenciales ofrezcan trabajar para hospitales, según sus órdenes de preferencia, y cada hospital acepta su mejor oferta. Por lo tanto, el nuevo algoritmo calcula el mejor emparejamiento estable posible para los doctores, y el peor emparejamiento estable posible para los hospitales. En la práctica, sin embargo, esta reversión alteró menos del 1% de los emparejamientos de los residentes. Hasta donde sé, el efecto preciso de este cambio en los pacientes es un problema abierto.

**Ejercicios**

**Caveat lector:** ¡Algunos de estos ejercicios no pueden resolverse usando algoritmos greedy! Siempre que describas y analices un algoritmo greedy, también debes incluir una demostración de que tu algoritmo es correcto; esta demostración típicamente tomará la forma de un argumento de intercambio. Estas demostraciones son especialmente importantes en clases (como la mía) que normalmente no requieren demostraciones de corrección.

1. El algoritmo GreedySchedule que describimos para el problema de programación de clases no es la única estrategia greedy que podríamos haber probado. Para cada una de las siguientes estrategias greedy alternativas, ya sea prueba que el algoritmo resultante siempre construye un horario óptimo, o describe un pequeño ejemplo de entrada para el cual el algoritmo no produce un horario óptimo. Asume que todos los algoritmos rompen empates arbitrariamente (es decir, de una manera que está completamente fuera de tu control). [Pista: ¡Tres de estos algoritmos son realmente correctos.]

(a) Elige el curso x que termina último, descarta clases que conflicten con x, y recurre. (b) Elige el curso x que comienza primero, descarta todas las clases que conflicten con x, y recurre. (c) Elige el curso x que comienza último, descarta todas las clases que conflicten con x, y recurre. (d) Elige el curso x con duración más corta, descarta todas las clases que conflicten con x, y recurre. (e) Elige un curso x que conflicte con el menor número de otros cursos, descarta todas las clases que conflicten con x, y recurre. (f) Si ninguna clase conflicte, elígelas todas. De lo contrario, descarta el curso con duración más larga y recurre. (g) Si ninguna clase conflicte, elígelas todas. De lo contrario, descarta un curso que conflicte con la mayoría de otros cursos y recurre. (h) Sea x la clase con el tiempo de inicio más temprano, y sea y la clase con el segundo tiempo de inicio más temprano. • Si x e y son disjuntos, elige x y recurre en todo excepto x. • Si x contiene completamente a y, descarta x y recurre. • De lo contrario, descarta y y recurre. (i) Si algún curso x contiene completamente otro curso, descarta x y recurre. De lo contrario, elige el curso y que termina último, descarta todas las clases que conflicten con y, y recurre.

1. Ahora considera una versión ponderada del problema de programación de clases, donde diferentes clases ofrecen diferentes números de horas de crédito (totalmente no relacionadas con la duración de las conferencias de la clase). Tu objetivo ahora es elegir un conjunto de clases que no conflicten que te den el mayor número posible de horas de crédito, dados arreglos de tiempos de inicio, tiempos de finalización, y horas de crédito como entrada.

(a) Prueba que el algoritmo greedy descrito al principio de este capítulo—Elige la clase que termina primero y recurre—no siempre devuelve un horario óptimo. (b) Prueba que ninguno de los algoritmos greedy descritos en el Ejercicio 1 siempre devuelve un horario óptimo. [Pista: Resuelve el Ejercicio 1 primero; los algoritmos que no funcionan allí tampoco funcionan aquí.] (c) Describe y analiza un algoritmo que siempre calcula un horario óptimo. [Pista: Tu algoritmo no será greedy.]

1. Sea X un conjunto de n intervalos en la recta real. Decimos que un subconjunto de intervalos Y ⊆ X cubre X si la unión de todos los intervalos en Y es igual a la unión de todos los intervalos en X. El tamaño de una cubierta es simplemente el número de intervalos.

Describe y analiza un algoritmo eficiente para calcular la cubierta más pequeña de X. Asume que tu entrada consiste en dos arreglos L[1 .. n] y R[1 .. n], representando los puntos finales izquierdo y derecho de los intervalos en X. Si usas un algoritmo greedy, debes probar que es correcto.

**[Referencia a Figura]** Un conjunto de intervalos, con una cubierta (sombreada) de tamaño 7.

1. Sea X un conjunto de n intervalos en la recta real. Decimos que un conjunto P de puntos apuñala X si cada intervalo en X contiene al menos un punto en P. Describe y analiza un algoritmo eficiente para calcular el conjunto más pequeño de puntos que apuñala X. Asume que tu entrada consiste en dos arreglos L[1 .. n] y R[1 .. n], representando los puntos finales izquierdo y derecho de los intervalos en X. Como es usual, si usas un algoritmo greedy, debes probar que es correcto.

**[Referencia a Figura]** Un conjunto de intervalos apuñalados por cuatro puntos (mostrados aquí como segmentos verticales)

1. Sea X un conjunto de n intervalos en la recta real. Una coloración propia de X asigna un color a cada intervalo, para que dos intervalos que se superpongan sean asignados colores diferentes. Describe y analiza un algoritmo eficiente para calcular el número mínimo de colores necesarios para colorear propiamente X. Asume que tu entrada consiste en dos arreglos L[1 .. n] y R[1 .. n], representando los puntos finales izquierdo y derecho de los intervalos en X. Como es usual, si usas un algoritmo greedy, debes probar que es correcto.

**[Referencia a Figura]** Una coloración propia de un conjunto de intervalos usando cinco colores.

1. (a) Para cada entero n, encuentra un arreglo de frecuencias f[1 .. n] cuyo árbol de código de Huffman tenga profundidad n − 1, tal que la frecuencia más grande sea lo más pequeña posible.

(b) Supón que la longitud total N del mensaje no codificado está acotada por un polinomio en el tamaño del alfabeto n. Prueba que cualquier árbol de Huffman para las frecuencias f[1 .. n] tiene profundidad O(log n).

♥7. Llama a un arreglo de frecuencias f[1 .. n] α-pesado si satisface dos condiciones: • f[1] > f[i] para todo i > 1; es decir, 1 es el símbolo más frecuente único. • f[1] ≥ α Σᵢ₌₁ⁿ f[i]; es decir, al menos una fracción α de los símbolos son 1s.

Encuentra el número real más grande α tal que en cada código de Huffman para cada arreglo de frecuencias α-pesado, el símbolo 1 está representado por un solo bit. [Pista: Primero prueba que 1/3 ≤ α ≤ 1/2.]

1. Describe y analiza un algoritmo para calcular un código ternario libre de prefijos óptimo para un arreglo dado de frecuencias f[1 .. n]. No olvides probar que tu algoritmo es correcto para todo n.
2. Describe en detalle cómo implementar el algoritmo de emparejamiento estable Gale-Shapley, para que el tiempo de ejecución del peor caso sea O(n²), como se afirmó anteriormente en este capítulo.
3. (a) Prueba que es posible que el algoritmo Gale-Shapley realice Ω(n²) ofertas antes de la terminación. (Necesitas describir tanto una entrada adecuada como una secuencia de Ω(n²) ofertas válidas.)

(b) Describe para cualquier entero n un conjunto de preferencias para n doctores y n hospitales que fuerce al algoritmo Gale-Shapley a ejecutar Ω(n²) rondas, sin importar qué propuesta válida se haga en cada ronda. [Pista: La parte (b) implica la parte (a).]

1. Describe y analiza un algoritmo eficiente para determinar si un conjunto dado de preferencias de hospitales y doctores tiene un emparejamiento estable único.
2. Considera una generalización del problema de emparejamiento estable, donde algunos doctores no clasifican todos los hospitales y algunos hospitales no clasifican todos los doctores, y un doctor puede ser asignado a un hospital solo si cada uno aparece en la lista de preferencias del otro. En este caso, hay tres situaciones inestables adicionales: • Un hospital emparejado prefiere un doctor no emparejado a su emparejamiento asignado. • Un doctor emparejado prefiere un hospital no emparejado a su emparejamiento asignado. • Un doctor no emparejado y un hospital no emparejado aparecen en las listas de preferencias del otro.

Un emparejamiento estable en este entorno puede dejar algunos doctores y/o hospitales no emparejados, aunque sus listas de preferencias no estén vacías. Por ejemplo, si cada doctor lista a Harvard como su único hospital aceptable, y cada hospital lista al Dr. House como su único interno aceptable, entonces solo House y Harvard serán emparejados.

Describe y analiza un algoritmo eficiente que calcule un emparejamiento estable en este entorno más general. [Pista: Reduce a una instancia donde cada doctor clasifica cada hospital y viceversa, y luego invoca Gale-Shapley.]

1. La empresa de muebles escandinava Fürni ha contratado n conductores para entregar n órdenes idénticas a n direcciones diferentes en Wilmington, Delaware. Cada conductor tiene su propia ruta de entrega bien establecida a través de Wilmington que visita todas las n direcciones. Asumiendo que siguen sus rutas como siempre lo hacen, dos conductores nunca visitan las mismas direcciones al mismo tiempo.

En principio, cada uno de los n conductores puede entregar sus muebles a cualquiera de las n direcciones, pero hay una complicación. Uno de los conductores ha conectado secretamente sensores de proximidad y explosivos a los sofás Johannshamn (con el patrón de rayas verdes Strinne). Si dos sofás están alguna vez en la misma dirección al mismo tiempo, ambos explotarán, destruyendo tanto el camión de entrega como el edificio en esa dirección. Esto solo puede pasar si un conductor entrega una orden a esa dirección, y luego otro conductor visita esa misma dirección mientras los muebles aún están en su camión.

Tu trabajo como despachador de Fürni es asignar cada conductor a una dirección de entrega. Describe un algoritmo para asignar direcciones a conductores para que cada una de las n direcciones reciba su orden de muebles y no haya explosiones.

Por ejemplo, supón que la ruta de Jack visita 537 Paper Street a las 6pm y 1888 Franklin Street a las 8pm, y la ruta de Marla visita 537 Paper a las 7pm y 1888 Franklin a las 9pm. Entonces Jack debería entregar a 1888 Franklin, y Marla debería entregar a 537 Paper; de lo contrario, habría una explosión en 1888 Franklin a las 8pm. (Cue the Pixies.) [Pista: Jack y Marla son un poco inestables.]

1. Supón que eres un simple tendero viviendo en un país con n tipos diferentes de monedas, con valores 1 = c[1] < c[2] < ··· < c[n]. (En los EE.UU., por ejemplo, n = 6 y los valores son 1, 5, 10, 25, 50 y 100 centavos.) Tu querido y benevolente dictador, El Generalísimo, ha decretado que cuando des cambio a un cliente, debes usar el menor número posible de monedas, para no desgastar la imagen de El Generalísimo cariñosamente grabada en cada moneda por sirvientes del Tesoro Real.

(a) En Estados Unidos, hay un algoritmo greedy simple que siempre resulta en el menor número de monedas: resta la moneda más grande y recursivamente da cambio por el resto. El Generalísimo no aprueba la codicia capitalista americana. Muestra que hay un conjunto de valores de monedas para el cual el algoritmo greedy no siempre da el menor número posible de monedas.

(b) Ahora supón que El Generalísimo decide imponer un sistema monetario donde las denominaciones de monedas son potencias consecutivas b⁰, b¹, b², . . . , bᵏ de algún entero b ≥ 2. Prueba que a pesar de la desaprobación de El Generalísimo, el algoritmo greedy descrito en la parte (a) sí hace cambio óptimo en este sistema monetario.

(c) Describe y analiza un algoritmo eficiente para determinar, dado un monto objetivo T y un arreglo ordenado c[1 .. n] de denominaciones de monedas, el menor número de monedas necesarias para hacer T centavos en cambio. Asume que c[1] = 1, para que sea posible hacer cambio por cualquier monto T.

1. Supón que se te da un arreglo A[1 .. n] de enteros, cada uno de los cuales puede ser positivo, negativo, o cero. Un subarreglo contiguo A[i .. j] se llama un intervalo positivo si la suma de sus entradas es mayor que cero. Describe y analiza un algoritmo para calcular el número mínimo de intervalos positivos que cubren cada entrada positiva en A. Por ejemplo, dado el siguiente arreglo como entrada, tu algoritmo debería devolver 3. Si cada entrada en el arreglo de entrada es negativa, tu algoritmo debería devolver 0.

**[Referencia a ejemplo con sumas]**

1. Considera el siguiente proceso. En todo momento tienes un solo entero positivo x, que inicialmente es igual a 1. En cada paso, puedes ya sea incrementar x o duplicar x. Tu objetivo es producir un valor objetivo n. Por ejemplo, puedes producir el entero 10 en cuatro pasos como sigue:

1 --+1--> 2 --×2--> 4 --+1--> 5 --×2--> 10

Obviamente puedes producir cualquier entero n usando exactamente n − 1 incrementos, pero para casi todos los valores de n, esto es horriblemente ineficiente. Describe y analiza un algoritmo para calcular el número mínimo de pasos requeridos para producir cualquier entero dado n.

1. Supón que tenemos n esquiadores con alturas dadas en un arreglo P[1 .. n], y n esquís con alturas dadas en un arreglo S[1 .. n]. Describe un algoritmo eficiente para asignar un esquí a cada esquiador, para que la diferencia promedio entre la altura de un esquiador y su esquí asignado sea lo más pequeña posible. El algoritmo debería calcular una permutación σ tal que la expresión

(1/n) Σᵢ₌₁ⁿ |P[i] − S[σ(i)]|

sea lo más pequeña posible.

1. Alice quiere dar una fiesta y está tratando de decidir a quién invitar. Tiene n personas para elegir, y sabe qué pares de estas personas se conocen entre sí. Quiere invitar a tantas personas como sea posible, sujeto a dos restricciones: • Para cada invitado, debería haber al menos cinco otros invitados que ya conocen. • Para cada invitado, debería haber al menos cinco otros invitados que no conocen ya.

Describe y analiza un algoritmo que calcule el mayor número posible de invitados que Alice puede invitar, dada una lista de n personas y la lista de pares que se conocen entre sí.

1. Supón que se nos dan dos arreglos C[1 .. n] y R[1 .. n] de enteros positivos. Una matriz n × n de 0s y 1s concuerda con R y C si, para cada índice i, la i-ésima fila contiene R[i] 1s, y la i-ésima columna contiene C[i] 1s. Describe y analiza un algoritmo que ya sea construya una matriz que concuerde con R y C, o reporte correctamente que no existe tal matriz.
2. Acabas de aceptar un trabajo de Elon Musk, entregando burritos de San Francisco a la Ciudad de Nueva York. Puedes manejar un Vehículo de Entrega de Burritos a través del nuevo Tubo Transcontinental Subterráneo de Entrega de Burritos de Elon, que corre en línea directa entre estas dos ciudades.¹²

Tu Vehículo de Entrega de Burritos funciona con baterías de un solo uso, que deben ser reemplazadas después de como máximo 100 millas. El combustible real es virtualmente gratis, pero las baterías son caras y frágiles, y por lo tanto deben ser instaladas solo por miembros oficiales del Sindicato de Técnicos de Reemplazo de Baterías de Vehículos de Entrega de Burritos Subterráneos Transcontinentales.¹³ Por lo tanto, incluso si reemplazas tu batería temprano, aún debes pagar el precio completo por cada nueva batería a instalar. Además, tu Vehículo es demasiado pequeño para llevar más de una batería a la vez.

Hay varias estaciones de combustible a lo largo del Tubo; cada estación cobra un precio diferente por instalar una nueva batería. Antes de comenzar tu viaje, imprimes cuidadosamente la página de Wikipedia que lista las ubicaciones y precios de cada estación de combustible a lo largo del Tubo. Dada esta información, ¿cómo decides los mejores lugares para parar por combustible?

Más formalmente, supón que se te dan dos arreglos D[1 .. n] y C[1 .. n], donde D[i] es la distancia desde el inicio del Tubo hasta la i-ésima estación, y C[i] es el costo de reemplazar tu batería en la i-ésima estación. Asume que tu viaje comienza y termina en estaciones de combustible (así que D[1] = 0 y D[n] es la longitud total de tu viaje), y que tu auto comienza con una batería vacía (así que debes instalar una nueva batería en la estación 1).

(a) Describe y analiza un algoritmo greedy para encontrar el número mínimo de paradas de reabastecimiento necesarias para completar tu viaje. No olvides probar que tu algoritmo es correcto.

(b) Pero lo que realmente quieres minimizar es el costo total de viaje. Muestra que tu algoritmo greedy en la parte (a) no produce una solución óptima cuando se extiende a este entorno.

(c) Describe un algoritmo eficiente para calcular las ubicaciones de las estaciones de combustible en las que deberías parar para minimizar el costo total de viaje.

1. Te han contratado para almacenar una secuencia de n libros en estantes en una biblioteca. El orden de los libros está fijado por el sistema de catalogación y no puede cambiarse; cada estante debe almacenar un intervalo contiguo de la secuencia dada de libros. Se te dan dos arreglos H[1 .. n] y T[1 .. n], donde H[i] y T[i] son respectivamente la altura y el grosor del i-ésimo libro en la secuencia. Todos los estantes en esta biblioteca tienen la misma longitud L; el grosor total de todos los libros en cualquier estante individual no puede exceder L.

(a) Supón que todos los libros tienen la misma altura h y los estantes tienen altura mayor que h, así que cada libro cabe en cada estante. Describe y analiza un algoritmo greedy para almacenar los libros en el menor número de estantes posible. [Pista: El algoritmo es obvio, pero ¿por qué es correcto?]

(b) Ese fue un buen calentamiento, pero ahora aquí está el problema real. De hecho, los libros tienen alturas diferentes, pero puedes ajustar la altura de cada estante para que coincida con el libro más alto en ese estante. (En particular, puedes cambiar la altura de cualquier estante vacío a cero.) Ahora tu tarea es almacenar los libros para que la suma de las alturas de los estantes sea lo más pequeña posible. Muestra que tu algoritmo greedy de la parte (a) no siempre da la mejor solución a este problema.

(c) Describe y analiza un algoritmo para encontrar el mejor emparejamiento entre libros y estantes como se describe en la parte (b).

1. Una cadena w de paréntesis ( y ) está balanceada si satisface una de las siguientes condiciones: • w es la cadena vacía. • w = (x) para alguna cadena balanceada x • w = xy para algunas cadenas balanceadas x e y

Por ejemplo, la cadena w = ((())()())(()())() está balanceada, porque w = xy, donde x = ((())()()) e y = (()())().

(a) Describe y analiza un algoritmo para determinar si una cadena dada de paréntesis está balanceada.

(b) Describe y analiza un algoritmo greedy para calcular la longitud de una subsecuencia balanceada más larga de una cadena dada de paréntesis. Como es usual, no olvides probar que tu algoritmo es correcto.

Para ambos problemas, tu entrada es un arreglo w[1 .. n], donde para cada i, ya sea w[i] = ( o w[i] = ). Ambos de tus algoritmos deberían ejecutar en tiempo O(n).

1. Un día Alex se cansó de escalar en un gimnasio y decidió llevar a un gran grupo de amigos escaladores afuera a escalar. Fueron a un área de escalada con una gran roca ancha, no muy alta, con varios agarres marcados para manos y pies. Alex rápidamente determinó un conjunto "permitido" de movimientos que su grupo de amigos puede realizar para ir de un agarre a otro.

El sistema general de agarres puede describirse por un árbol arraigado T con n vértices, donde cada vértice corresponde a un agarre y cada arista corresponde a un movimiento permitido entre agarres. Los caminos de escalada convergen a medida que suben la roca, llevando a un agarre único en la cumbre, representado por la raíz de T.

Alex y sus amigos (que son todos escaladores excelentes) decidieron jugar un juego, donde tantos escaladores como sea posible están simultáneamente en la roca y cada escalador necesita realizar una secuencia de exactamente k movimientos. Cada escalador puede elegir un agarre arbitrario para comenzar, y todos los movimientos deben moverse alejándose del suelo. Por lo tanto, cada escalador traza un camino de k aristas en el árbol T, todas dirigidas hacia la raíz. Sin embargo, no se permite que dos escaladores toquen el mismo agarre; los caminos seguidos por escaladores diferentes no pueden intersecarse en absoluto.

(a) Describe y analiza un algoritmo greedy para calcular el número máximo de escaladores que pueden jugar este juego. Tu algoritmo recibe un árbol arraigado T y un entero k como entrada, y debería calcular el mayor número posible de caminos disjuntos en T, donde cada camino tiene longitud k. No asumas que T es un árbol binario. Por ejemplo, dado el árbol de abajo como entrada, tu algoritmo debería devolver el entero 8.

**Figura 4.6.** Siete caminos disjuntos de longitud k = 3. Este no es el conjunto más grande de tales caminos en este árbol.

(b) Ahora supón que cada vértice en T tiene una recompensa asociada, y tu objetivo es maximizar la recompensa total de los vértices en tus caminos, en lugar del número total de caminos. Muestra que tu algoritmo greedy no siempre devuelve la recompensa óptima.

(c) Describe un algoritmo eficiente para calcular la recompensa máxima posible, como se describe en la parte (b).

1. ¡Felicitaciones! Has conquistado exitosamente Camelot, transformando la antigua monarquía hereditaria llena de cicatrices de batalla en una comuna anarco-sindicalista, donde los ciudadanos toman turnos para actuar como una especie de oficial-ejecutivo-por-la-semana, pero con todas las decisiones de ese oficial ratificadas en una reunión especial bi-semanal, por una mayoría simple en el caso de asuntos puramente internos, pero por una mayoría de dos tercios en el caso de más mayor...

Como acto simbólico final, ordenas que la Mesa Redonda (sorprendentemente, una mesa circular real) sea dividida en cuñas tipo pizza y distribuida a los ciudadanos de Camelot como trofeos. Cada ciudadano ha enviado una solicitud para una cuña angular de la mesa, especificada por dos ángulos—por ejemplo: Sir Robin el Valiente podría solicitar la cuña desde 17.23° hasta 42°, y Sir Lancelot el Puro podría solicitar la cuña de 2° desde 359° hasta 1°. Cada ciudadano estará feliz si y solo si recibe precisamente la cuña que solicitó.

Desafortunadamente, algunos de estos rangos se superponen, así que satisfacer todas las solicitudes de los ciudadanos es simplemente imposible. Bienvenido a la política.

Describe y analiza un algoritmo para encontrar el número máximo de solicitudes que pueden ser satisfechas. [Pista: La salida de tu algoritmo no debería cambiar si rotas la mesa. No asumas que los ángulos son enteros.]

1. Supón que estás parado en un campo rodeado por varios globos grandes. Quieres usar tu nueva Acme Brand Zap-O-Matic™ para reventar todos los globos, sin moverte de tu ubicación actual. La Zap-O-Matic™ dispara un rayo láser de alta potencia, que revienta todos los globos que golpea. Dado que cada disparo requiere suficiente energía para alimentar un pequeño país por un año, quieres disparar el menor número de disparos posible.

**[Referencia a Figura 4.7]** Nueve globos reventados por cuatro disparos de la Zap-O-Matic™

El problema mínimo de zap puede plantearse más formalmente como sigue. Dado un conjunto C de n círculos en el plano, cada uno especificado por su radio y las coordenadas (x, y) de su centro, calcula el número mínimo de rayos desde el origen que intersectan cada círculo en C. Tu objetivo es encontrar un algoritmo eficiente para este problema.

(a) Supón que es posible disparar un rayo que no intersecte ningún globo. Describe y analiza un algoritmo greedy que resuelve el problema mínimo de zap en este caso especial. [Pista: Ve el Ejercicio 4.]

(b) Describe y analiza un algoritmo greedy cuya salida esté dentro de 1 del óptimo. Es decir, si m es el número mínimo de rayos requerido para golpear cada globo, entonces tu algoritmo greedy debe devolver ya sea m o m+1. (Por supuesto, debes probar este hecho.)

(c) Describe un algoritmo que resuelve el problema mínimo de zap en tiempo O(n²).

♥(d) Describe un algoritmo que resuelve el problema mínimo de zap en tiempo O(n log n).

Asume que tienes una subrutina que te dice el rango de ángulos de rayos que intersecta un círculo arbitrario c en tiempo O(1). Esta subrutina no es difícil de escribir, pero no es la parte interesante del problema.

**Notas al pie:**

¹ Los lectores que estén tentados a objetar que la cinta magnética ha sido obsoleta por décadas están cordialmente invitados a visitar su instalación de supercomputación más cercana; pregunta por ver los robots de cinta.

² Pero aún deberías trabajar los detalles tú mismo.

³ Por esta razón, el código Morse puede describirse mejor como un código ternario libre de prefijos.

⁴ Huffman era estudiante en una clase de teoría de la información enseñada por Robert Fano.

⁵ Esta oración fue reportada por primera vez por Alexander Dewdney en su columna "Computer Recreations" de octubre de 1984 en Scientific American.

⁶ ... y él habló por cuarenta y cinco minutos, y nadie entendió una palabra de lo que dijo.

⁷ Ciertamente fue sorprendente tanto para Huffman como para Fano.

⁸ El mercado laboral académico estadounidense involucra apuestas similares.

⁹ En realidad, la mayoría de los hospitales ofrecen múltiples internados.

¹⁰ Este ejemplo fue descubierto por Donald Knuth.

¹¹ El algoritmo Boston Pool de 1952 es un caso especial del algoritmo Gale-Shapley.

¹² ... y que claramente fue modelado según el ficticio "Alameda-Weehauken Burrito Tunnel" de Maciej Cegłowski.

¹³ o como se llaman a sí mismos en alemán, Die Transkontinentaluntergrundburritolieferfahrzeugbatteriewechseltechnikervereinigung.